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Abstract. Crowdsourcing is used for a wide variety of tasks on the Internet. From the point of view of knowledge extrac-
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Introduction 

Crowdsourcing is used for a wide range of tasks 
on the Internet. It consists of the transfer of a prob-
lem or task to a group of potential participants to 
solve it, and one of its most common uses is in the 
context of assessments or judgments. When the 
number of required evaluations of one of this kind 
of tasks, known as Human Intelligence Tasks 
(HIT), is too large for one expert, the combined as-
sessment of a group is used to replace the expert's 
estimate. There are crowdsourcing platforms on 
which it is possible to hire specialists to perform 
these tasks. One of the most popular platforms is 
Amazon Mechanical Turk, a place where providers 
(requesters) offer a small monetary reward to peo-
ple (workers / experts) in exchange of the comple-
tion of one or more small tasks (so-called micro-
tasks). Crowdsourcing with micro-tasks, therefore, 

consists in providing a small monetary reward to a 
crowd per unit of work in short tasks (HIT). 

Crowdsourcing is now used for a number of 
applications, such as classification and labeling of 
images, assessment of the quality of online con-
tent, identification of offensive or adult content, 
audio transcription, translation, product reviewing, 
transcription of scanned receipts, short paragraph 
spelling, mood analysis in tweets, peer assessment 
in online education, and so forth. 

The quality of computer algorithms is often im-
proved with the help of crowdsourcing with micro-
tasks. Thus, the scalability of machines can be 
combined with large amounts of data, integrating 
as well the quality of human intelligence in its pro-
cessing and understanding. Hybrid man-machine 
system models and paradigms have already been 
proposed at the tops of crowdsourcing platforms 
[1, 2], including the development of hybrid work-
flows. Among the examples of such hybrid human-
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machine approaches are databases based on expert 
crowds, which use crowdsourcing to solve prob-
lems such as data integration, incomplete data, data 
aggregation, and graph search. Some information 
retrieval systems solve evaluation tasks using 
crowdsourcing. Expert crowds are used in Seman-
tic Web systems for tasks such as object binding, 
schema mapping and ontology building. 

In spite of crowdsourcing’s proven effective-
ness in tackling various sorts of problems, re-
searchers do not coincide in a standard framework 
to represent and model this approach; instead, they 
often visualize such collective techniques either 
from a business point of view or from a technical 
one, with not so much in common between them. 
The former approach includes research focusing, 
for example, on the support of regular groups of 
workers [3] or the analysis of crowdsourcing sup-
ply elasticity based on historical data and models 
[4]. The latter approach involves the functioning of 
crowdsourcing systems under determined para-
digms and constraints such as budgetary and laten-
cy limitations [5, 6]. 

Multiagent systems (MAS) have been proposed 
as a suitable formal approach to model collective 
behavior in crowdsourcing without leaving apart 
business factors [7], and with the advantage that 
existing multiagent techniques can be used to ana-
lyze individual behaviors in the crowd as well as 
trends in a macro level. In this work, the multia-
gent approach to crowdsourcing modelling is con-
tinued and reinforced with the addition of some 
considerations about knowledge extraction from a 
crowd of experts. In particular, the authors present 
a crowdsourcing model based on the example of 
corpus annotation, and outline its relation to 
knowledge characteristics such as temporality, val-
ue, relevance and uniqueness. 

Details pertaining to the MAS are highlighted 
in the model, such as the different roles that intelli-
gent agents can play in the crowdsourcing process 
as well as a suggestion about the agents’ possible 
internal functioning. The proposed model details 
important factors from a technical perspective –
such as the concept of inter-annotator agreement 
(IAA) [8] – but also their business counterparts in 
the form of cost, quality and time. The conjunction 
of those three factors in a MAS makes possible the 
visualization and development of crowdsourcing 
platforms capable of guaranteeing satisfactory re-
sults for all the parties within a predefined time 
window, which is especially valuable in fast or re-

al-time crowd tasks such as weather forecasting, 
prediction markets, sports betting, some types of 
decision-making and time-constrained tasks in 
general. 

1. Background 

Tasks published by requesters in a crowdsourc-
ing platform can be either simple (micro) or com-
plex tasks. The former are characterized by requir-
ing limited technical skills that are most likely 
possessed by a single worker, while complex tasks 
involves problem-solving techniques that usually 
require the coordination of groups of agents. This 
work focuses on the organization of individual in-
telligent agents (workers) for solving simple tasks 
under a marketplace model [9], which in contrast 
to contest and auction models usually requires a 
large number of solutions from a crowd of experts, 
each expecting a relatively small retribution. 

The process of crowdsourcing with micro-tasks 
works as follows. First, the requesters design the 
HIT based on the required task and their data. Then 
they determine the specific requirements and the 
amount of money they are willing to pay the work-
ers in exchange for the completion of each HIT. 
Afterwards, the providers publish each HIT in the 
corresponding part on the crowdsourcing platform. 
The workers/experts wishing to perform the pub-
lished HIT(s) make a submission to the platform or 
directly to the requester. If accepted, the agents 
complete the task(s) and return their work to the 
provider. Finally, the requester receives the desired 
results and pays the experts accordingly (Fig.1). 

The development of crowdsourcing applications 
is a process that includes several steps before and af-
ter the workers’ resolution of tasks. In particular, 

Fig.1. Overview of the process of crowdsourcing 
with micro-tasks 
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original tasks need to be decomposed into several 
levels of difficulty in a logical way, so that experts 
with different knowledge levels could perform them 
accordingly. In general, the process also includes 
steps such as workers’ selection, rewarding and ex-
clusion, the description of object-specific and work-
er-specific constraints, and the definition of a global 
cost and convergence criteria [10]. 

Non-expert evaluations of simple tasks, e.g. 
whether two products are the same or whether the 
image contains a face, are relatively easy and 
cheap to obtain with platforms such as Amazon 
MTurk. However, crowdsourced tasks involving 
more specialized knowledge can become a prob-
lem, since there is an increase in the difference be-
tween the cost of processing the preliminary data 
(performing the necessary actions to prepare the 
data for the task) and the cost of their evaluation 
(e.g. marking/annotation). 

Detailed quality models have been proposed as 
frameworks to ensure that the pre-execution, exe-
cution and post-execution of the tasks comply with 
predefined minimum quality levels [11]. They of-
ten comprise methods to guarantee workers’ exper-
tise, often by means of a prescreening performed 
by the requester (Amazon MTurk, for instance, of-
fers the ability to prescreen workers on a repre-
sentative set of tasks) or by other classification 
means involving other experts, such as collective 
trust and reputation systems. Several approaches to 
the development of crowdsourcing platforms in-
clude methods for identifying the best workers in 
the crowd for specific tasks [12, 13]. 

Besides the expertise precondition, other key as-
pect in the development of crowdsourcing applica-
tions is the selection of a knowledge collection meth-
od that guarantees a certain reliability in knowledge 
extraction [14]. This objective can be attained by re-
ducing noise, which in this context is defined as the 
lack of accuracy respect to the true (ideal) value for a 
task due to unintended actions or omissions. 

Several scenarios in which noise can arise have 
been studied in the context of document labeling 
by [3]: 

 Scenario one: labeling a very large collection 
of documents by means of a crowdsourcing platform 
leads to noisy answers: a big part of the answers is 
either almost correct (employees make honest mis-
takes), or arbitrary, (workers do not make any effort). 

 Scenario two: expert estimates are subject to 
observation errors in the case where problems are 
associated with the analysis of indeterminate or 

nondeterministic data. This is because different 
subjects may give different values for the same 
problem due to a variety of reasons, such as differ-
ent interpretation of scales, different wording of 
questions, and so forth. 

 Scenario three: even if each task has an in-
born or initial assessment, tasks related to the as-
signment of scores get different estimates from dif-
ferent reviewers/experts for reasons such as 
different content rating or different subjective in-
terpretation of scoring scales. 

On the other hand, not only unintended events are 
sources of inaccuracy. Considering a crowdsourcing 
process as an open MAS, agents (workers) are char-
acterized as heterogeneous and self-interested, and 
their selfish behavior could lead to conflicting goals 
or malice [15]. Approaches to improve reliability un-
der such MAS configurations have been studied, 
among them incentive mechanisms for workers to 
induce truthful behavior [16]. 

The effect of retribution on agents’ work has 
been thoroughly studied in this context, and in 
general, researchers believe that a higher pay can 
move experts to deliver a higher quality work [14]. 
The basis of such approaches are models like Pri-
vate Cost [17], which assumes that workers accept 
a task only if they can obtain a higher pay than the 
cost of performing the task, or Discrete Choice [5], 
which presupposes that agents will choose the 
tasks with the highest utility. In the context of 
crowdsourced design, for example, it has been 
found that raising the payments to the workers in-
creases the probability of obtaining an outstanding 
solution from an expert, even though it does not 
improve the average creativity of the crowd [18]. 

Of particular importance are the attempts to op-
timize crowdsourcing reward mechanisms under 
certain constraints, and methods to determine ap-
propriate paying amounts have been determined in 
several cases. For example, algorithms for defining 
optimal rewards have been developed in the con-
text of decision making in the presence of noisy 
information [19] –where the amount paid affects 
the noise level–, and some noiseless frameworks 
allow the requester to set different requirements on 
the quality of experts’ work in order to comply 
with a tight budget [20]. 

Depending on the quality requirements of the 
task, on the other hand, models have been created 
that dynamically increase or decrease the amounts 
paid to employees. They are tightly related to empiri-
cal observations of the way in which two types of 
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costs influence the individual quality of labels: those 
costs that are specific to the experts’ operation (e.g. 
labeling), and those external or unrelated to it. 

In these scenarios, the provider has the oppor-
tunity to collect only one opinion for each task in 
order to save money or other resource; however, 
trusting that opinion can lead to erroneous conclu-
sions. A common practice to improve reliability is 
the use of redundancy: ensuring reliability by ob-
taining several markings or estimates (labels) for 
some or all data points. Recent crowdsourcing ap-
plications aim to improve accuracy by mixing 
skilled expert knowledge with varied levels of re-
dundancy to tackle a possible lack of available 
knowledge. Authors have developed several appli-
cations based on this mix, among them an educa-
tional framework designed to create personalized 
curriculums subject to budgetary constraints [2]. 

The achievement of reliability in effective 
crowdsourcing systems with minimal redundancy 
costs has been studied; in particular, the development 
of algorithms that aim at obtaining the most accurate 
estimates from noisy evaluations given a defined 
amount of redundancy [3]. In this context, relabeling 
has been discussed as an instrument capable of di-
rectly improving the quality of the tagged data ob-
tained by noisy but repeatable labeling, as well as the 
quality of the models derived from it. 

Selective relabeling, the acquisition or distribu-
tion of labels/annotations on the basis of important 
factors to the provider, has been found to yield sig-
nificant benefits [14]. This gives the possibility to 
develop methods based on a 'learning curve' ap-
proach that dynamically determine which action 
will give the highest marginal precision in the exe-
cution of a task. Such algorithms could evaluate in 
real time the acquisition of new examples and the 
selective relabeling of existing, noisy ones in order 
to calculate the expected benefit. 

2. Crowdsourcing, MAS and Knowledge 
Extraction 

2.1. A MAS as a Model for Crowdsourcing 
Processes 

A multiagent framework will now be presented 
as the basis for a subsequent crowdsourcing mod-
elling approach. Formally, the MAS can be de-
scribed as a tuple (T, A, M, O, L), where T denotes 
the set of tasks and A = (R, W) is a tuple con-

formed by the sets R of requesters (agents that of-
fer payments in exchange of HITs) and W of work-
ers (agents that perform the HITs to obtain a retri-
bution). In this work, we refer to workers as 
'agents' because, unlike requesters, they play an ac-
tive role in our framework. However, the term can 
apply to both requesters and workers in more com-
plex models where requesters could actively inter-
vene in the functioning of the MAS. M denotes a 
collection of multiagent coordination mechanisms 
such as coalition formation, auction and negotia-
tion (the minimal element of the set is the 
crowdsourcing platform); the set O corresponds to 
pre-execution, execution and post-execution opera-
tions such as task analysis, allocation, execution 
and feedback (results processing, rewards and 
learning), and L denotes the set of constraints over 
the operations. 

Requesters are associated with tasks and tasks 
with subsets of operations by means of the respec-
tive relations tr: R → T and ot: T → P(Oz), where 
P(Oz) denotes the powerset of Oz ⊂ O. Requesters 
make the tasks public so that agents in the set W 
perform them in exchange of a retribution. Using a 
determined utility model [17, 5], the agent per-
forms a cost/benefit analysis, chooses one of the 
tasks, and sends a submission to the crowdsourcing 
platform or directly to the requester, which in turn 
accepts or rejects the submission. 

If the request is accepted, the agent executes 
(evaluates) each operation of the task with an accu-
racy ac: W × Oz → [0, 1], which defines a margin 
±ωzac(a,z) where the outcome of the operation (ωz) 
is expected to be with a 100 % certainty. We as-
sume that the execution of an operation gives as a 
result a number or can be represented as a number, 
and the outcome of a task is a linear combination 
of the results of its operations. 

2.2. Agent’s Acceptation or Rejection 

However, the outcome of the task may change 
due to other factors; in particular, each combina-
tion of constraints in Lz ⊂ L, as well as the own ef-
fort of the agent, may influence the the result. Let 
cs: W × P(Lz) → [0, 1] be a function that describes 
to which degree the precision of agent a’s evalua-
tion is affected by each set of constraints. Then the 
following function yields the margin around the 
correct value for the task’s outcome: 

,ሺܽݎ݉ ,ݐ ݈ሻ ൌ
ఝ൫ఠభሺ,௭భሻ,ఠమሺ,௭మሻ,…,ఠሺ,௭ሻ൯

௦ሺ,ሻ
. 

(1) 
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Where φ(·) is a linear combination (in this case, a 
weighted average), z1,z2,…,zn ∈	 ot(t) and ωt =  
(ω1, ω2,…, ωn). Equation 1 corresponds to the mini-
mal margin that the agent can guarantee by applying 
a maximal effort eat = 1, where eat ∈ [0, 1]. We as-
sume that an agent that makes zero effort performs 
evaluations with proficiency (probability of correctly 
calculating the outcome) pr(0) ≤ 1/2, and does no bet-
ter than random guessing. If the requester allows for 
an error window of size εt, this means that the agent’s 
expected outcome will randomly fall in an interval 
double the size of the error window: 
,ሺܽ∗ݎ݉ ,ݐ ݈ሻ ൌ	

ൌ ൜
,ሺܽݎ݉ ,ݐ ݈ሻ, 0 ൏ ௧ߝ2  ,ሺܽݎ݉ ,ݐ ݈ሻ

ሺ݉ݎሺܽ, ,ݐ ݈ሻ െ ௧ሻ݁௧ߝ2  ,௧ߝ2 ௧ߝ2  ,ሺܽݎ݉ ,ݐ ݈ሻ
 (2) 

An agent who puts in full effort eat = 1 attains 
its maximum proficiency. Putting in zero effort has 
a cost cat(0) = 0, whereas putting in full effort has 
cost cat(1) ≥ 0. According to Equation 2, the prob-
ability pr(eat) of correctly calculating the outcome 
increases linearly with eat, and it can be assumed 
that the cost cat(eat) does as well.  

An agent is suitable to perform a defined set of 
tasks determined by the function ta: W → P(T), 
whereas the function at: T → P(W) yields the set 
of agents capable to solve a determined task. If we 
take pm(a,t) to be the probability that the margin 
mr*(a,t,l) ≤  εt, then the evaluation of the function 
for all l ∈ P(Lz) can be considered as the condition 
of acceptance / rejection of an agent’s submission 
to perform the task (Equation 3): 

,ሺܽݎܽ ሻݐ ൌ ൜
,݀݁ݐ݁ܿܿܽ ,ሺܽ∗ݎ݉ ,ݐ ݈ሻ 	 		 ݈	∀	௧ߝ ∈ ܲሺܮ௭ሻ
,݀݁ݐ݆ܿ݁݁ݎ ݁ݏ݅ݓݎ݄݁ݐ

 (3) 
If the quantity of constraints in Lz is considera-

bly large, we can assume that there exists an order-
ing of the sets of constraints so that the difference 
mr*(a,t,li) - mr*(a,t,li+1) is negligible. This yields a 
smooth, differentiable curve in a 2D spectrum that 
we refer to as the ability of agent a for executing 
task t. In this case, Equation 3 can be substituted 
by the comparison of two curves -one associated to 
the agent and the other representing the minimal 
condition of acceptance of the task-, so that the 
agent will be accepted if the area under its curve 
comprises the totality of the area of the task. 

2.3. Cost and Value for the Requester 

An agent a’s knowledge or ability can be 
unique in relation to other agents’ knowledge. This 
is the case when there is a task t ∈ T such that 
|at(t)| = 1, which has the potential to increase the 

cost for the requester. In this context, the authors 
consider the value of the obtained knowledge for 
the requester as a function va: T×[0, 1]×G → Q+, 
which yields a retribution for the requester depend-
ing on the evaluation accuracy of the tasks and the 
total time of the execution (G). This implies that 
perfect task accuracy is not sufficient to maximize 
the value for the requester: evaluations need to be 
performed within a defined time window that var-
ies according to the goal of the requester. 

For simplicity, it is assumed that finding (t*, µ*, 
g*)= argmax(va(t, ac(t), g’)) needs only a perfect ex-
ecution of the tasks in a predefined time in the case 
of micro-tasks. However, the authors consider that 
the case of complex tasks calls also for an optimi-
zation of the pre-execution and post-execution, so 
that finding the maximum value for the requester 
becomes a search problem among all the possible 
combinations of the operations in the three pro-
cesses. In this context, an increase in complexity 
can be related to semantically heterogeneous (in-
terdisciplinary) tasks, implying that isolated 
knowledge from the experts –no matter their de-
gree of specialization– could only take the re-
quester’s value to a local maximum. The authors 
consider that a global maximum value could be at-
tained by delegating the rest of the knowledge ex-
traction process –the pre and post-execution parts– 
to a crowd of interdisciplinary experts in order to 
prevent a loss of knowledge in the design, alloca-
tion and analysis of the tasks. 

The presented MAS is assumed to be open [15], 
therefore functioning under conditions such as partial 
observability and decentralization. Concretely, 
agents, also characterized as heterogeneous and self-
ish, do not have knowledge about the totality of the 
environment due to cost constraints, and a central au-
thority does not determine their behavior. For sim-
plicity, we refer to the sets A and R as static, although 
the open MAS makes it possible to dynamically ex-
pand or reduce them in each time step. 

3. A Crowdsourcing MAS Applied 
to Corpus Annotation 

3.1. Presentation of the Model 

A simple abstraction of the problem of develop-
ing mechanisms for knowledge extraction by means 
of crowdsourcing will now be presented. The model 
is based on the example of corpus annotation over 
text documents. A number of required annotations 
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(HITs), a total available time to perform all the an-
notations, and a total amount of money to pay the 
annotators define the annotation goal. 

The system includes a mechanism that updates 
a dynamic HIT custom pricing scheme, in accord-
ance to the annotation progress (the number of an-
notations obtained in relation to the available anno-
tation time). As part of the pricing strategy, expert 
workers are directed to low-progress tasks by 
means of a bonus scheme. The model is defined in 
the following way. 

Document: there are |D| = nd text documents, 
each of which is divided in a number |Sd| = nsd of 
sections. 

Section: the length of each section s is ls char-
acters. 

Tasks: there are m tasks, or objects, j = 1,…, m, 
where each task has some underlying 'true quality' 
or type that corresponds to the ideal outcome ωt 
around which the agents’ evaluations must fall. In 
this model, the true type ωj is related to only one 
curve of acceptance of the task, or qj (known to the 
system), which we assume corresponds to a Gauss-
ian curve whose parameters (height, width, center) 
range from 0 to 1 (exclusive). In order for an agent 
to perform a task, it must meet a minimum re-
quirement, measured by the overlap ar(i,j) between 
qj and hi, the agent's ability curve (also assumed to 
be Gaussian). For simplicity, all tasks should be 
performed on every section of a document. 

Corpora: there are nd different corpora. Each 
corpus is associated to a document and comprises 
m tasks, as well as the list U of annotations. There 
is a payment limit and a time limit, which con-
straint the payments that requesters are able to of-
fer to experts. 

Agents: the set W is conformed by n workers  
i = 1,…,n who noisily evaluate, or form judgments 
on, the qualities of objects. We say agent i per-
forms task j if i evaluates object j. Agent i's judg-
ment on task j is denoted by ac(j) = yij ∈ [0, 1]. 
We denote the set of tasks performed by an agent i 
by Ti ⊂ T, and let Aj ⊂ W denote the set of agents 
who perform task j. 

Proficiency: an agent's proficiency at a task j is 
the probability with which it correctly evaluates its 
true type or quality. Let hij denote agent i's ability, 
represented by a Gaussian curve with parameters u, 
v and w ∈ [0, 1], and pl: P(Lz) → [0, 1] be the 
probability of encountering a determined set of 
constraints. Then the agent’s proficiency can be 
calculated as follows: 

,ሺ݂ܽ ሻݐ ൌ ሺ݈ሻ݈ ∗ ݁ݑ
ିቀ

షೡ
ೢ√మ

ቁ
మ

݈݀.  (4) 
Equation 4 shows proficiency pf as the 

weighted integration of the Gaussian curve hij over 
the scale of possible sets of constraints. Agent i's 
minimum required ability depends on the task, and 
is enforced by the prescreening ta. 

Strategies: depending on a probability of explo-
ration (pe), agents either choose one of the corpora 
they have worked with, or venture themselves to 
look for a new corpus. Once they define their cor-
pus, agents strategically choose their tasks and, if 
their submission is accepted, they choose a certain 
effort level for each task in order to maximize their 
total utility (the difference between the reward re-
ceived for their labeling or annotation and the cost 
incurred in choosing a task and making evalua-
tions). Formally, an agent i's strategy is defined in 
a vector of tuples S = [(fij, eij)], specifying its effort 
level eij as well as the function fij it uses to choose a 
task in regard to other available options. The set S 
of effort levels and choosing  functions is a full-
information Nash equilibrium of a mechanism if 
no agent i can strictly improve its expected utility 
by choosing either a different function fij

* to choose 
its task or a different effort level eij

*. 
Simulation: the model allows for agents (ex-

perts) to be generated either once at the beginning 
(static set A) or on each time step (dynamic set A), 
each of which automatically looks for a corpus to 
start annotating. Once it finds a corpus, the agent 
requests a task to perform. The corpus generates a 
list of rewards for each task, and presents it to the 
agent. Once the agent has chosen a task based on a 
cost/benefit analysis, the mechanism makes the 
prescreening ta of the agent according to the task 
(knowing the curve of acceptance qj of a task). The 
prescreening ta depends on the calculation of the 
overlap between the Gaussian curve of the expert's 
ability and the curve of the task quality. If the 
agent meets the minimum ability and the maxi-
mum time (cost) to perform the task, it receives a 
confirmation and it starts the annotation. The agent 
gets the reward once it submits the annotation to 
the corpus. The corpus updates its task reward list 
according to the time elapsed and the annotation 
progress. 

3.2. Reward Mechanism 

The mechanism takes as input the set of all re-
ceived annotations Uij and computes a reward for 
each agent based on its annotations and the label-
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ing of other agents. Rewards for each task are gen-
erated based on the annotation progress and the to-
tal projected annotation time (Equation 5). 

ሻݔሺܩ ൌ 	
	∗		∗	∗	

௫
, ݔ  ݎ ∗ ݉. (5) 

Where G is the time window, ch = nd*nsd*ls is the 
total number of characters in the document, m is the 
number of tasks (assuming every task must be per-
formed on every section of the document), ap is the 
difficulty factor associated to performing an annota-
tion (where the base unit is the time needed to read a 
single character), r is the redundancy (number of rep-
lications of an annotation on a single section), and x 
is the total number of experts (high enough to avoid 
annotation duplicity of an expert on a single section). 
However, the total projected time depends on the 
available corpora on the system, which in turn modi-
fies the total number of experts and turns the time 
window into G* = G(xnxt) (Equation 6). 
௫௧ݔ ൌ ௨ݔ െ ௨௧ݔ   =ݔ

ൌ ௨ሺ1ݔ െ തതതሻ  ሺݔ െ ௨ሻݔ ∗ തതത ∗ ܿᇱ. (6) 
Where xnxt is the number of experts in the cor-

pus for the next time step t, xcurr is the number of 
experts working in the current corpus, തതത is the 
weighted average of the experts' pe, and c’ is the 
portion of time the current corpus is preferred over 
the rest of the corpora (due to its reward and bonus 
schemes). In other words, Equation 6 describes the 
inflow and outflow of experts in relation to the 
probability of exploring other corpora for better 
retribution conditions. Due to its dependence on 
experts' past choices, xnxt cannot be established be-
forehand; instead, it must be calculated on each 
time step, so a safety factor of x can be used to mit-
igate possible variability. 

A total available reward B is given to the sys-
tem, as well as the percentage α of the reward that 
will be destined to low-progress annotation tasks 
(safety). Throughout the annotation process, the 
system updates the rewards either periodically or 
on every annotation done. At the moment of up-
date, the system takes the proportion of time 
elapsed (g1 - g0) versus the total time available 
(G(xnxt)) as the mark for annotation progress. The 
mechanism then offers a bonus payment bj for the 
annotation of blocks (tasks and sections) that pro-
gress slowly (below a mark βj), in order to comply 
with the time window (Equation 7). 

ܾ ൌ ቐ
ܾ∗, ܽ݊ሺ݆ሻ ൏ ߚ

ܾ∗  ߙ ∗ ܤ ∗
หሺሻିఉೕห

∑ |ሺ௧ሻିఉ|∈ᇲ
, ݁ݏ݅ݓݎ݄݁ݐ

 (7) 

Where b* = B*(1-α)*c(ap,j), the function 
an:T→[0,1] denotes the annotation progress, the 
function c(ap,j) corresponds to the reward weight 
of a task j depending on its difficulty, and T’ is the 
set of tasks with underperforming annotation in 
terms of speed. Thus, the bonus is distributed 
among the low-progress blocks in a weighted 
manner, taking into account how far they are locat-
ed in relation to the mark. 

4. Discussion 

The case of corpora annotation was chosen to 
illustrate the MAS due to its relative simplicity and 
its extensive use of micro-tasks. The agents in the 
model display a level of proficiency, which is de-
termined by their innate ability (determined sepa-
rately from other agents) and their choice of strate-
gic efforts. However, workers in a potential 
simulation of the model can be set to perform up to 
their expertise, with no variability due to effort or 
motivation. 

In order to guarantee data reliability (scenario 
one), noise in the model is reduced by fixed redun-
dancy (a fixed number of annotations for every 
task): achieving this number of labels induces a 
minimal IAA, which in turn depends on the choice 
of a minimal acceptable degree of overlap between 
a worker's ability or expertise and a task's 'true 
quality'. Authors consider that the overall difficulty 
of an annotation is determined by the ratio of ac-
ceptance/rejection of experts applying to perform 
the task, and assume that the region not covered by 
the overlap of their abilities with the true quality of 
a task corresponds to observation errors (scenario 
two) and subjective interpretations (scenario three). 
The second scenario depends on the specific sub-
ject area of the task and is related to sensoring, 
while the third scenario could be tackled by pre-
execution knowledge unification approaches such 
as the development of ontologies with their corre-
sponding teaching strategies [21]. 

A dynamic reward system was built in order to 
constraint the model to a time window and a re-
ward limit. This scheme is also applied to guaran-
tee a fixed redundancy; however, the scheme can 
also be used as part of a selective relabeling strate-
gy without a fixed redundancy, in order to maxim-
ize data reliability according to the IAA (or other) 
measure. 

Annotations are assumed to comply to the qual-
ity requirements of the providers, because they are 
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enforced by a minimal expert acceptance threshold 
on every task. However, the total number of anno-
tations for a task can be aggregated to obtain a real 
measure of IAA, on the base of which a more 
complex multiagent organization and reward sys-
tem could be developed. 

Both the pre-execution and post-execution pro-
cesses can be transferred from the requester to a set 
of agents whose properties differ from the work-
ers’. Concretely, a knowledge integration role can 
be assigned to experts with determined ability 
curves (high specialization and/or broad knowledge) 
in order to perform operations of task design, alloca-
tion (if the task requires it to be manual), and results 
aggregation or analysis. The latter could involve ex-
perts with broad knowledge generating new 
knowledge from the agents’ work (e.g. annotations), 
possibly with the assistance of data mining or deep 
learning in hybrid approaches involving experts and 
artificial intelligence [22]. On the other hand, highly 
specialized agents can be selected to perform domain 
verification tasks, as it has been determined that such 
experts can outperform agents with broad knowledge 
in contexts constrained by time, budget or other re-
sources [23]. 

Conclusion 

Crowdsourcing is used for a very wide variety 
of tasks on the Internet. From the point of view of 
knowledge extraction, it helps leverage knowledge 
in specific areas by gathering individual judgments 
of experts on specific subjects. A concrete example 
is corpora annotation: the analysis of text docu-
ments by experts or qualified workers in the corre-
sponding area, in order to extract implicit infor-
mation from the texts. 

In this work, a review of relevant literature has 
been presented, focusing on the use of crowdsourc-
ing platforms to gather experts and obtain their 
knowledge on a wide array of subject areas. The 
concept of micro-task was considered as a base for 
the annotations in the concrete example, and strat-
egies of noise reduction such as reward schemes 
and redundancy were reviewed. General considera-
tions about multiagent systems have also been dis-
cussed, among them the formal expression of 
uniqueness, value and temporality of knowledge. 

Finally, a MAS has been introduced as a meth-
od for modelling crowdsourcing processes intend-
ed to obtain expert knowledge. The system, which 
models a corpus annotation process, comprises a 

dynamic reward system that constraints the model 
to a time window and a reward limit. The MAS is 
designed to analyze an arbitrary number of experts, 
and model their interaction with different corpora. 
By aggregating the total number of experts’ anno-
tations, the system yields a real measure of IAA, 
whose reliability (noise reduction) is guaranteed by 
a fixed redundancy. 
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