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Abstract. We consider the procedure for preprocessing the source packet information in a new method
for classifying network packets of the application layer in order to determine their belonging to one of the
known network protocols. Packets are classified based on the use of machine learning methods and fuzzy
logic algorithms in Network Traffic Analysis (NTA) systems, in “deep” packet analysis (Deep Packet In-
spection - DPI), in intrusion detection systems (IDS) and in other systems. To define the protocol, the
principle of high-speed one-packet classification is used, which consists in analyzing the information
transmitted in each particular packet. Elements of behavioral analysis are used, namely, the transition
states of information exchange protocols are classified, which allows to achieve a higher level of accuracy
of classification and a higher degree of generalization in new test samples.
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Introduction

In recent years, there has been no increase in the
mutual interest of the domestic telecommunications
market and large foreign vendors (Procera, Allot,
Sandvine, Cisco, etc.). According to an expert from
VAS EXPERTS LLC [1], there are three foreign
leaders on the Russian market (Procera, Allot,
Sandvine), but not a single company has an official
representative office. This publication emphasizes
that integrators of the above-mentioned foreign lead-
ers most often act as technical support for the first
line for the customer, and in the event of a serious
problem, contact the vendor directly, who solves the
problem and sends it back to the integrator, and the
integrator to the customer. Such a chain, as a rule, is
not the most convenient and fast for solving problems
that arise. At the same time, the target audience of

foreign vendors lives in other requirements and con-
ditions for doing business, as a result, only Russian
developers will quickly adjust the system to local leg-
islation. Thus, domestic developments look more at-
tractive both from the cost of solutions and the possi-
bility of implementation and support directly by the
developers of the developer company. The initial
stage of creating such a decision will be discussed in
this article.

Many information security systems have been
developed and operated. These systems include:

e access rights management system (IDM —
Identity Management);

* systems for monitoring the actions of adminis-
trators (PAM — Privelege Accounts Management);

» advanced firewalls (NGFW — Next Genera-
tion Firewalls);
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* security analysis tools (SIEM — Security In-
formation and Event Management);

* antivirus solutions (AV — Antivirus, Antibot,
Malware Protection);

» systems for detecting intrusions and anoma-
lies (IDS - Intrusion Detection System, APIDS
Application protocol-based IDS);

« attack prevention systems (IPS — Intrusion
Prevention System);

* systems of audit and monitoring of security
tools (NMS — Security Information and Event
Management);

* denial of service attacks protection systems
(DDoS PS — DDoS Protection Systems);

* network traffic policy management systems
(PCEF — Policy and Charging Enforcement Func-
tion, PCRF — Policy and Charging Rules Function,
NAC — Network Access Control);

» other systems.

Traffic analysis for many years remains a rele-
vant area of research. Two main reasons contribute
to this: (1) the growth of traffic, including mali-
cious traffic, (2) the emergence of new technolo-
gies. NTA traffic analysis systems are a necessary
tool for many of the classes of other information
security systems, such as IDS, IPS, NMS, DDoS
PS, etc.

Another factor limiting the use of multifunc-
tional heavyweight foreign DPI-systems is the im-
port substitution program that has gained momen-
tum, which involves the transition of Russian
companies to the use of modern domestic proces-
sors such as Elbrus [2]. In this regard, firstly, there
is no complete certainty that such resource-
consuming software will be installed without un-
due complexity, and secondly, there is no certainty
that all the declared functionality will be properly
executed. In accordance with the foregoing, we be-
lieve that the proprietary development of various
functional elements of a DPI system, including in-
depth packet analysis (DPI), and bringing these el-
ements to the industrial level is, without a doubt,
an actual direction in the development of infor-
mation security systems, such as IDS, IPS, DDoS
PS and others, in terms of the needs of domestic
consumers.

Qualitative classification of network packets of
application-level protocols, both in terms of classi-
fication characteristics (accuracy, time, reliability,

etc.), and in terms of reducing computing power
requirements, has an important impact on the func-
tioning of NTA systems [3, 4], DPI traffic analysis
[5], IDS / IPS [6], DDoS PS [7] and others, both
for the entire technological process and for the
quality of analysis.

This article presents a methodology for prepro-
cessing primary data, including using machine
learning procedures and fuzzy logic algorithms. A
description of the formed factor space is given. A
brief description of the structure of the neural net-
work model for classifying network packets as be-
longing to one of the known network protocols is
given.

1. Ways to Analyze Network Traffic

Currently, there is a significant proportion of
traffic with encrypted content (about 65-70 per-
cent) and there is a growth trend (Fig. 1).

For the analysis of open and encrypted traffic in
the Russian and global Internet space, as a rule,
three basic DPI methods are used: signature, be-
havioral, and hybrid.

Considering the significant share of encrypted
traffic in the process of recognition of network appli-
cations of the application layer, the most relevant is
behavioral analysis. Behavioral analysis assumes
control of functional characteristics of network pack-
ets, for example, packet size and payload, used ports,
etc., as well as tracking changes in protocol states of
packets forwarded during a session, where a certain
model of client and server behavior is assumed for
certain types of connections.

At the same time, a significant part of the net-
work applications of the application layer operates
using such secure protocols as SSL / TLS (for ex-
ample, Skype, Viber, etc.).

O Open traffic

B Encrypted traffic

Fig. 1. The share of traffic with encrypted content
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The principle of SSL operation consists of two
phases [8]:

- Handshake phase;

- Phase of data transfer.

The approximate fragment of the interaction via
the SSL protocol is presented in Fig. 2.

During the handshake phase, the client and server
use public key encryption to determine the parame-
ters of the private key used by the client and server to
encrypt during the data transfer phase.

The client initiates a handshake by sending a “hel-
lo” message to the server. This message contains a
list of symmetric encryption algorithms supported by
the client. The server responds with a similar “hello”
message, while selecting the most appropriate en-
cryption algorithm from the resulting list. Next, the
server sends a certificate that contains its public key.
The handshake phase ends with sending the “fin-
ished” messages as soon as both parties are ready to
begin using the secret key. Fig. 2 shows the detailed
interaction mechanism at the handshake stage. Next,
the data transfer phase begins.

Thus, firstly, knowledge of the behavior of a
protocol in the process of information exchange
between the client and the server (its life cycle),
and secondly, the ability to recognize the states in
which a particular protocol may be located in-

TLS Client

ClientHello

creases the accuracy and reliability of network
classification application layer applications.

As a rule, to analyze network traffic, research-
ers in their works determine an application-level
protocol using machine-learning algorithms “with
a teacher” [9 - 11]. In [9], the classification prob-
lem was solved by the method of support vectors
and with the help of the random forest algorithm.
The results of studies on test samples in this work
showed that both approaches lead to high classifi-
cation accuracy, 98% and higher. However, noth-
ing is said about the average time for classifying
packets by algorithms on specific hardware plat-
forms and operating systems. The question re-
mains: is it possible to use such "heavy" classifica-
tion algorithms in real traffic analysis systems,
taking into account the requirements for computing
performance? To classify network packets in [12],
Mamdani’s fuzzy inference model and machine
learning methods, in particular neural networks,
namely, logistic regression, were used.

Currently, in order to ensure information securi-
ty, extensive research and search for new ways to
identify DDoS attacks are underway. As a rule,
these methods rely on the identification of network
activities and anomalies [13]. Similar problems can
also be effectively solved using the classifier

TLS Server

methods etc

Offers TLS version, list of ciphers, compression

ServerHello

Dy

Server chooses TLS version, cipher, compression
method. Server sends its certificate

ServerHelloDone

public key

ClientKeyExchange D

Secret PreMasterKey encrypted using Server's

ChangeCipherSpec Server decrypts
D message using
Finished previously
exchanged keys
Client decrypts
message using ChangeCipherSpec
previously 4
exchanged keys Finished

Fig. 2. Example fragment of the SSL protocol
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of network packets (CNP) of the application level
[12]. Initially, using the CNP, the information ex-
change protocol and the types of devices involved in
the exchange can be classified. Further, applications
on information exchange devices and then applica-
tion-level network applications can be identified.
This method of identifying potential network threats
is not high speed. However, it can be very effective
within the framework of a test environment for con-
ducting comprehensive comprehensive research in
the identification of DDoS attacks.

At the same time, the application layer network
packet classifier (CNP) can be very useful in rec-
ognizing the internal state in which a particular
protocol may be in the process of information ex-
change at the stage of handshake, which is an im-
portant element of behavioral analysis.

In [12], the development of a network packet
classifier consisted of the following steps: (1) mon-
itoring, collecting and pre-processing packet statis-
tics of the most well-known network traffic proto-
cols, (2) building a network packet classifier, and
(3) testing. The procedure for preprocessing the
initial packet information consisted of two main
stages. At the first stage, monitoring and collection
of packet statistical information of the most well-
known and frequently encountered network traffic
protocols were carried out. At the second stage,
preprocessing of the initial (primary) packet statis-
tical information was carried out.

2. Statement of the Problem
of Traffic Classification

The formulation of the traffic classification prob-
lem can be formulated as follows. There are many
studied objects of application-level IP packets:

P ={P,P,, -, Py} (D
where P,, is a classified packet from a sequence
of packets (traffic) of dimension W. Each object
(IP packet) is characterized by a set of variables
(attributes):

Py = {X{V'ng:""X%f H]W'H}g—n ’ ]yg—n+---+k }'(2)

Z= {ZDZZ)Z3}1 (3)
where, X;’— is the observed n-attribute of the w-
packet, the range of admissible values of which is
contained in the RFC (Request for comments),
H}” — is the Payload_hex byte sequence of size —

J, Z — is the dependent set that needs to be deter-
mined. The set Z includes: type of protocol — Z;,
probability of belonging to the identified type of
protocol — Z,, internal state of the protocol in the
process of information exchange — Z3. Moreover,
each variable X, takes a value from some set:

Xn = {an,an,---,XnM}, (4)
where, Xn,, are options for attribute values.

Thus, the classification problem is reduced to
determining the set Z based on the values of the
attributes of the packet sequence.

In [12], the following set of attributes was dis-
tinguished:

X, - EtherType (type of standard Ethernet pro-
tocol);

X, - Source IP Address (IP address of the sender);

X; - Destination IP Address;

X4 - Multicast (takes the value 1 if multicast,
otherwise 0);

X;s - IP Protocol (transport layer type);

Xe - Packet Length (length of the network
packet in bytes);

X7 - Source Port (port [TCP / UDP] of the
sender);

Xs - Destination Port (recipient [TCP/UDP] port);

Xy - Hex_length (the number of bytes in the string
content [part payload] of the top-level protocol);

X, — Payload_type (attribute for providing
training models for the classification of network
packets according to the scheme with the teacher);

X1, — Payload_hex (attribute for providing train-
ing models for the classification of network packets
according to the scheme with the teacher: H).

At the same time, an additional parameter was
included in [12] - marking of the payload type
class in order to be able to train models for classi-
fying network packets according to a scheme with
a teacher.

3. Monitoring and Collecting Packet
Statistics of the Most Famous and
Common Network Traffic Protocols

In [12], the monitoring and collection of packet
statistical information of the most common net-
work traffic protocols (TLS v1, TLS v1.2, SSH v2,
HTTP, FTP, etc.) was carried out using the open
Wireshark software and included the solution of
the following tasks:
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a) selection of the most suitable input variables
for constructing a classification model for network
packets;

b) the formation of a set of primary representa-
tive samples - DUMP in PCAP-format with packet
information on the above protocols (traffic volume
~1GB);

¢) automatic generation of secondary samples
for analysis.

4. Preprocessing Source Packet
Information

The preprocessing of primary packet infor-
mation consists of three sequentially executed
blocks, which are presented in Fig. 3.

In the first preprocessing block the following
functionality is involved:

* check payload for encrypted content infor-
mation (required the implementation of a separate
special technology software in Python);

* payload processing for better visual percep-
tion and the possibility of heuristic (behavioral)
analysis;

» separation of received classified network
packets into homogeneous groups (A, B, C, D)
based on the values of some input parameters (type
of Ethernet protocol standard, Multicast and type
of transport layer), as well as the formation of test
and training sets.

The classification of network packets classified
as belonging to protocols (DHCP v6, DNS, FTP,
HTTP u np.) into groups (GROUP,, GROUPg,
GROUP;, GROUPp) is based on the following log-
ical rules:

GROUP, = if (ethertype == IPv4) &&(Multicast =
= 0) && (IP_PROTO == TCP);

GROUPy = if (ethertype == IPv4) &&(Multicast =
= 0) && (IP_PROTO == UDP);
GROUP. = if (ethertype == IPv4) &&(Multicast =

= 1) && (IP_PROTO == UDP);

GROUP,, = if (ethertype == IPv6) &&(Multicast =
= 1) && (IP_PROTO == UDP);

As a result of calculations by expression (4),
classified network packets are distributed into
groups to identify the corresponding communica-
tion protocols:

GROUP, = {TLSv1, TLSv1.2, TCP, SSHv2, HTTP};

GROUPg = {UDP, STUN, QUIC, NBNS, DNS, BROWSER};

GROUP. = {SSDP, MDNS, LLMNR};

GROUP,, = {SSDP, MDNS, LLMNR, DHCPv6};

The protocols that fall into one group will be con-
sidered largely similar, and the total sample in the
group will be considered homogeneous. Within each
group, data is divided into training and test data sets.

At the present stage of the development of
mathematical modeling, it is considered that repre-
sentative initial data sets in many respects provide
the ultimate success of the entire modeling - ob-
taining adequate models. As a rule, statistical
checks of the initial data are carried out, highly
noisy or redundant initial data are identified and
excluded from the training samples. In the second
block of the preprocessing algorithm, good data
sets are allocated for the further construction of
classification models for network packets of the
application level.

In the third block of the algorithm, the follow-
ing data preprocessing procedures are used, as a
rule, used in machine learning methods:

1) processing of categorical data,

2) scaling of signs, which includes bringing dif-
ferent signs to the same scale (in practice, there
are two general approaches to bringing different
signs to the same scale:

- normalization;

- standardization,

3) selection of substantive features.

After completion of the normalization proce-
dure for input variables, some of which then go
through the fuzzification procedure and are trans-
formed into fuzzy indicators characterized by lin-

Preprocessing Primary
Packet Information

Automated processing of
primary information associated
with the subject area

Statistical methods for
checking source data sets

Procedures for pre-
processing data from
machine learning

Fig. 3. Intelligent automated preprocessing of primary packet data
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guistic variables (LV). A fuzzy indicator is a num-
ber in the range [0, 1] that characterizes the rating
of the indicator used as an attribute.

The fuzzy indicator is based on an expert’s as-
sessment, which is modeled by the membership
function, while the carrier is an allowable set of
values of the analyzed indicator.

In the general case, various models of the
membership function can also be used, for exam-
ple, such as triangular, or trapezoidal or general-
ized bell-shaped (Fig. 4).

To identify the state of the protocol (block MLR1
in Fig. 5), there is not enough information from the
packet header; additional information must be ex-
tracted from the Payload hex field of the packet (at-
tribute H). In this case, the identifying sign of the pro-
tocol state is information extracted from the
hexadecimal payload data of the network packet from
the Payload hex field. The internal state is deter-
mined on the basis of logical decision rules based on
information from the RFC (TLS 1.0 RFC 2246, TLS
1.1 RFC 4346, TLS 1.2 RFC 5246, TLS 1.3 RFC
8446). The main states of a TLS exchange session:
initial connection, exchange of cryptographic keys,
determination of connection parameters, authentica-
tion, warning, data exchange, session termination.
For example, the rules for determining the state of a
connection can be:

SessionInternalSost = -1;

IF (H[2] == 0x03) AND (H[3] == 0x00) then
SessionInternalSost = 0;

IF (H[2] == 0x03) AND (H[3] == 0x01) then
SessionlnternalSost = 1;

IF (H[2] == 0x03) AND (H[3] == 0x02) then
SessionInternalSost = 2;

IF (H[2] == 0x03) AND (H[3] == 0x03) then
SessionInternalSost = 3.

Thus, at the output of MLR1, if the status of the
SOST protocol is established, it will have a positive
value.

mf

1

ar a;

-+ “+— *
W 1y

Fig. 4. Trapezoidal membership function of a fuzzy set

Currently, the idea of sharing a neural network
approach to the classification of network packets in
DPI, NTA analysis is being discussed by research-
ers and specialists [14]. In [12], the procedure for
determining network protocols was presented. Af-
ter performing the initial transformations in the ini-
tial procedures for preprocessing the source data,
each object (IP packet) can be expressed by a new
set of variables (attributes):

Pw — {Y1W: YZW' - Ylvg' H]W’ H]y‘_:_n ) H]!/in+...+k }1 (7)

where, Y;'— is the observed n-attribute of the w-
packet, H]W — are elements of the Payload hex

byte sequence of size — J (wm X7}), involved in
the recognition of network protocols.

Fig. 5 shows a block diagram of a two-step pro-
cedure for determining network protocols, where
input indicators characterize:

Y is the port number of the [TCP / UDP] sender;

Y, — the port number [TCP/UDP] of the recipient;

Y; — the value of the first byte in the string con-
tent (part of the payload) of the top-level protocol;

Y, — degree of belonging to a small value of the
packet length (fuzzy set);

Y; is the degree of belonging to a large packet
length value (fuzzy set);

Ys — the degree of belonging to the average
value of the packet length (fuzzy set);

Y7 is the degree to which the sender's [TCP /
UDP] port number is a small value (fuzzy set);

Y — the degree of belonging to the large value
of the port number [TCP/UDP] of the sender
(fuzzy set);

Yy — the degree of belonging to the small value
of the port number [TCP / UDP] of the recipient
(fuzzy set);

Yo — the degree of belonging to the large value
of the port number [TCP / UDP] of the recipient
(fuzzy set);

X1 — membership of the Content Type integer
range defined in RFC 2246 and RFC 5246 for
TLSv1 and TLSv1.2, respectively.

Output indicators have the form:

Z, - type of protocol;

Z, — probability of belonging to the identified
type of protocol;

Z; is the internal state code of the most proba-
ble class (the resulting indicator).
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Stage 2
@ Identif_ication
of the internal
state
E> of the protocol SOST
VZ A MLR1
E\'> Conclusion based
on fuzzy sets of
[EJ\\/ packet length LENGTH
Fe
Check for non-
[Ei> compliance of port
numbers with RFC PORTS
requirements V
M

[x11

input
layer

Stage 3
2
2
Z1
Z2
L
Z3
L
hidden output
layer layer

Fig. 5. Block diagram of a two-step procedure for determining network protocols

In the future, we plan to expand the number of
output effective indicators by including Z, — the
type of network application of the application level
and Zs — the probability of belonging to the found
type of application.

ThUS, the Sigl’lS Y4, Ys, Y6, Y7, Yg, Y9, and YlO
received at the input of the network packet classifi-
er are fuzzy linguistic variables that underwent the
fuzzification procedure at the stage of prepro-
cessing the initial data, which consists in the fact
that a sequentially formed array of IP packets of
dimension W enters the input of the processing
unit. The array contains the values of all input at-
tributes X;V. The purpose of the stage is to obtain
membership function values for all conditions from
the rule base:

u(Xy)
vy =50 =) ={HE) ()

n(X1o)

where, it turns out the matrix of sets of values
YW (or X)), where w = 1, ..., W — are classified
packets; n =4,...,10.

Given the significant amount of data analyzed,
to optimize the calculations, the decomposition
(convolution) of the input factor space was used in
[12]. For this purpose, machine learning specialists
often use linear discriminant analysis (LDA) [15] and
/ or deep convolutional neural networks [16]. In [12],
models based on logical rules and fuzzy logic algo-
rithms are used for this purpose (the Mamdani fuzzy
inference algorithm [17-20] was used).

When implementing the Deep Analysis of
Packets in [12], a combined traffic classification
method based on the application of theories of neu-
ral networks and fuzzy sets is considered. In this
case, a significant gain in the classification of traf-
fic was obtained in a two-stage solution of the
problem, including:
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- the first stage consists of the procedure for re-
ducing the dimension of the input feature space
(convolution);

- the second stage completes the classification
of traffic using logistic regression "with the teach-
er" or using the fuzzy inference algorithm of
Mamdani. At the first stage of calculations, fuzzy
controllers (FC) and models based on logical rules
(MLR) are used, for example, in the unit for check-
ing the mismatch of used port numbers with RFC
requirements, based on simple logical rules, the
port numbers for the studied protocols TLS v1 and
TLS v1.2 are checked, as a rule, port 443 and the
port number from the integer interval, the lower
limit of which exceeds 50,000, are used for the
transmitting and receiving parties. And in the unit
for identifying the internal state of the network
protocol for determining the internal states, a hex
sequence is used (from Payload_hex). By means of
logical rules, the input hex-values are identified
with the reference ones. In this case, the logical
rule for determining some j-th internal state S of
some i-th protocol can be of the form:

IF (hex;[0] == 0xA3 AND hex;[1] == 0x3D
AND hex;[4] = 0xC2) THEN (Z,=§)). 9)

The second stage uses logistic regression meth-
ods or fuzzy logic algorithms, namely, the
Mamdani fuzzy inference algorithm. However, it
should also be noted that the final internal state of
the protocols under study is highly useful - Z;. This
resulting feature is very useful for further optimi-
zation of the classifier of network packets of the
application level, as evidenced by the results of
tests [12].

Conclusion

The methodology for preprocessing primary
packet data presented in this work in the process of
determining known application level protocols il-
lustrates the development of domestic traffic anal-
ysis systems under the conditions of import substi-
tution programs. The pre-processing procedure
involves the use of machine learning algorithms
and intelligent data processing.

There is the prospect of the emergence of a neu-
ral network CLASSIFIER OF NETWORK
PACKAGES of an industrial level with indicators
not inferior to the known DPI solutions, but work-
ing at a completely different level.

The paradigm of the neural networked CNP and
the Elbrus platform architecture are based on paral-
lel computing, which will provide the highest per-
formance on a trusted hardware platform.

A new methodology for collecting and pro-
cessing primary statistical information using ma-
chine learning procedures at the initial stage of de-
signing an industrial neural network classifier of
network packets in the aspect of the needs of do-
mestic consumers is presented.
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