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Abstract. Fuzzy systems with fuzzy inputs can be used in tasks where it is necessary to make predictions 
for data objects that have qualitative characteristics. However, building an optimal block of rules for such 
a system may be non-trivial, including due to the requirement to have a certain depth of knowledge in the 
subject area. In this situation, there is a need to automate the process of compiling the rule base, that is, to 
build a machine learning algorithm. In this paper, we propose to use a genetic (evolutionary) algorithm as 
such an algorithm. It describes both the specifics of using this family of algorithms for training a fuzzy 
system, and the features of parallel implementation of the learning process using CUDA technology. 
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Introduction 

Providing a high level of accuracy in solving 
classification and regression problems using mod-
els rooted in mathematical statistics may be diffi-
cult to achieve in some applications where qualita-
tive features are included in the list of significant 
feature descriptions of data objects. In this case, 
the mathematical model formalized for working 
with numerical information causes a narrowing of 
the interpretation field for the original qualitative 
information. For solving problems in such areas, 
inference systems based on the theory of fuzzy log-
ic [1] are more suitable models, where the inputs 
are specified either by terms of linguistic variables, 
or when fuzzy sets are used as a representation of 
noisy inputs, or the result of the fuzzy system fuzz-
ification procedure. 

The construction of a fuzzy inference system 
involves drawing up a base of rules and defining 
term sets of linguistic variables [2, 3] for each fea-
ture that is fed to the input of the system or issued 
by it as a solution. 

The experience of experts in this field of appli-
cation can be used to create a base of rules. How-
ever, as the number of features describing the input 
objects of the problem increases, the number of 
possible rules tends to grow exponentially. This 
makes it much more difficult to compile the opti-
mal rule base manually and causes the need to cre-
ate an algorithm for automated construction of a 
fuzzy inference system. 

A fuzzy inference system can be defined as a 
single parameter vector that includes hyperparame-
ters of the system, parameters of membership func-
tions, and a rule base. The generated vector repre-
sents a point in the hyperspace of searching for 
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solutions, each of which defines the entire system 
in one way or another. Using a specially selected 
quality function, you can evaluate the accuracy of 
a given system at each acceptable point in the solu-
tion domain and, eventually, build a hypersurface. 
As a result, we can distinguish several features of 
the parameter vector and its relation to the con-
structed hypersurface: 

 Some components of the vector allow only 
discrete values, which precludes differentiability of 
the hyperspace at each point. 

 There is no relationship between the incre-
ment of the quality function and transitions from 
one hyperspace point to the neighboring one, since 
a shift of one model parameter to the neighboring 
value can dramatically change the value of the 
quality function. 

 The surface formed by the quality function 
is non-convex and has a set of local optimum 
points. 

The combination of these features excludes the 
possibility of using convex optimization algo-
rithms (in particular, various modifications of gra-
dient descent). To perform a search in hyperspace 
with such properties, it is more appropriate to use a 
genetic algorithm - one of the representatives of 
the family of evolutionary algorithms [1]. 

The main difference in research in the direction 
of adapting a genetic algorithm for training a fuzzy 
inference system is the method of encoding the pa-
rameter vector (or various groups of its compo-
nents) that defines the entire system in the chromo-
some. In the work of Thrift, Hwang, and 
Thompson [4], a rule base is trained for a fixed set 
of membership functions. In their work [5], Karr 
and Gentry train the parameters of membership 
functions, and the quality evaluation function is 
calculated for a list of all possible rules. However, 
since the membership functions have a direct con-
nection to the rule base, a more correct adaptation 
of the genetic algorithm searches for optimal val-
ues of both the parameters of the membership 
functions and the optimal rule base. 

In subsequent works [6], membership functions 
and a list of all possible rules were encoded in the 
chromosome. This approach has its drawbacks. 
The most obvious one is the unnecessarily high 
amount of computation required to perform fuzzy 
inference during quality function evaluation. The 

next drawback is a decrease in the stability of the 
trained system, which is caused by an increase in 
the variance of models with an increase in their ca-
pacity. Both of these disadvantages are particularly 
acute when the number of inputs to the fuzzy out-
put system increases. 

In most cases, a relatively small number of 
rules is sufficient to fully describe the application 
area of the problem being solved. Thus, it is suffi-
cient to encode only a subset of all possible rules, 
which then evolves to more optimal sets of rules. 
This encoding method significantly reduces the 
size of the chromosome to the minimum necessary, 
which allows the genetic algorithm to find optimal 
fuzzy inference systems for larger problems in an 
acceptable time. 

In this paper, we consider the adaptation of the 
genetic algorithm to the problem of training a 
fuzzy inference system, which involves searching 
for both a rule base and parameters of membership 
functions. 

To construct a more efficient parallel configura-
tion for fuzzy inference, we used the inference 
method based on the fuzzy truth value and the de-
composition theorem [7, 8]. 

1. Fuzzy Inference System 

The linguistic model is a knowledge base of 
fuzzy rules ܴ௞, ݇ ൌ 1,ܰതതതതത of the form: 

 
ܴ௞: …,݀݊ܽ	ଶ௞ܣ	ݏ݅	ଶݔ	݀݊ܽ	ଵ௞ܣ	ݏ݅	ଵݔ	݂ܫ ,  	,௡௞ܣ	ݏ݅	௡ݔ	݀݊ܽ
 ௞, (1)ܤ	ݏ݅	ݕ	݄݊݁ݐ

where ܰ is the number of fuzzy rules, ܣ௜௞ ⊆
௜ܺ, ݅ ൌ 1, ݊തതതതത, ௞ܤ ⊆ ܻ are fuzzy sets that are charac-

terized by membership functions ߤ஺೔ೖሺݔ௜ሻ and 
݅ ሻ respectively forݕ஻ೖሺߤ ൌ 1, ݊തതതതത. ݔଵ, ,ଶݔ … ,  ௡ – areݔ
linguistic variables of the linguistic model, and 
ሾݔଵ, ,ଶݔ … , ௡ሿ்ݔ ൌ ࢞ ∈ ଵܺ ൈ ܺଶ ൈ …ൈ ܺ௡. The 
symbols ௜ܺ and ܻ represents the spaces of input 
and output variables, respectively. If we denote 
ࢄ ൌ ଵܺ ൈ ܺଶ ൈ …ൈ ܺ௡ and ࢑࡭ ൌ ଵ௞ܣ ൈ ଶ௞ܣ ൈ
…ൈ  ௡௞, then rule (1) is represented as a fuzzyܣ
implication: 

ܴ௞: ࢑࡭ →   .௞ܤ

The rule ܴ௞ can be formalized as a fuzzy rela-
tion defined on the set ࢄ ൈ ܻ, i. e. ܴ௞ ⊆ ࢄ ൈ ܻ is a 
fuzzy set with the membership function: 
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,࢞ሺ࢑ࡾࣆ ሻݕ ൌ ,࢞ሺ࢑࡮→࢑࡭ࣆ ሻݕ ൌ ܫ ቀ࢑࡭ࣆሺ࢞ሻ,  ,ሻቁݕ஻ೖሺߤ

where ܫሺ∗ሻ is a fuzzy implication. 
The task is to determine the fuzzy output ܤ′௞ ⊆ ܻ 
for a system represented as (1) if the inputs are 
fuzzy sets ܣ′ ൌ ଵ′ܣ ൈ …ൈ  ,... ଵ, and′ܣ ଵ isݔ ௡, or′ܣ
and ݔ௡ is ܣ′௡. 

According to the generalized fuzzy rule modus 
ponens [2], the fuzzy set ܤ′௞ is defined by the 
combination of the fuzzy set ࡭′ and the relation 
ܴ௞, i. e. 

௞′ܤ ൌ ᇱ࡭ ∘ ሺ࢑࡭ → ௞ሻ. (2)ܤ

The complexity of expression (2) is exponential 
with respect to n, i. e. ܱሺ|ܺ|௡ ൈ |ܻ|ሻ. 

To reduce the computational complexity to a 
polynomial one, the decomposition theorem given 
below was applied to the original statement of the 
inference problem. Also, to reduce the amount of 
calculations, the output is performed using a fuzzy 
truth value. 

After moving from a more general composi-
tional inference rule to a particular generalized 
modus ponens rule, which for single-input systems 
is described by the relation [1]: 
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where ߤ஺ᇱሺݔሻ, ߤ஺ሺݔሻ, ߤ஻ᇱሺݕሻ, ߤ஻ሺݕሻ are member-

ship functions, 
T

-norm representing the inter-ݐ – *
section of a fuzzy fact ܣ′ and a fuzzy implication ܫ, 
the argument of which is the premise ܣ and the 
conclusion ܤ. Fuzzy sets are described on the rea-
soning space ܺ for the premise and fact, and on ܻ 
for the value of ܤ and the inference result of ܤ′. 

Using the true modification rule [3], we can 
write: 

ሻݔ஺ᇲሺߤ ൌ ߬஺ ஺ᇲ⁄ ൫ߤ஺ሺݔሻ൯, 

where ߬஺ ஺ᇲ⁄ ሺ∗ሻ is the fuzzy truth value of a fuzzy 
set ܣ with respect to ܣ′, which represents the com-
patibility membership function ܲܥሺܣ,  with ܣ ሻ′ܣ
respect to ܣ′, and ܣ′ is considered reliable [9, 10]. 
 
߬஺ ஺ᇲ⁄ ሺݐሻ ൌ ሻݐ஼௉൫஺,஺ᇲ൯ሺߤ ൌ sup

ఓಲሺ௫ሻୀ௧
௫∈௑

ሾߤ஺ᇲሺݔሻሿ , ݐ ∈ ሾ0,1ሿ 

(4) 

When passing from variable ݔ to variable ݐ, de-
noting ݐ ൌ  :ሻ, we getݔ஺ሺߤ

ሻݔ஺ᇲሺߤ ൌ ߬஺ ஺ᇲ⁄ ൫ߤ஺ሺݔሻ൯ ൌ ߬஺ ஺ᇲ⁄ ሺݐሻ 

Then (3) is written as follows: 
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If the membership function ߤ஺ሺݔሻ and ߤ஺ᇲሺݔሻ 
are given as Gaussian curves or as a bell-shaped 
function, then, as follows from [11], the fuzzy truth 
value (4) is determined analytically. In the case of 
piecewise linear representation of membership 
functions, an algorithm with polynomial computa-
tional complexity is developed [12].  

For a system with multiple inputs (3) has the 
form: 

஻ᇱೖߤ ൌ sup
ࢄ∋࢞

൛࡭ࣆᇲሺ࢞ሻ ∗ ,ሻ࢞ሺ࢑࡭ࣆሺܫ ሻሻൟ (6)ݕ஻ೖሺߤ

If the ݐ-norm – ݉݅݊ is used to model the lin-
guistic conjunction "AND" in the antecedent of 
rule (1) the order of calculations in such a system 
can be transformed using the decomposition theo-
rem of multidimensional fuzzy implication. 

Theorem 1. If the fuzzy implication 
,௜ሻݔ஺೔ೖሺߤൣܫ ,ሻ൧ݕ஻ೖሺߤ ݅ ൌ 1, ݊തതതതത does not increase by 
the argument ߤ஺೔ೖሺݔ௜ሻ, then: 

ܫ ቀ࢑࡭ࣆሺ࢞ሻ, ሻቁݕ஻ೖሺߤ ൌ ܫ ቆmin
௜ୀଵ,௡തതതതത

൛ߤ஺೔ೖሺݔ௜ሻൟ , ሻቇݕ஻ೖሺߤ ൌ 

ൌ max
								௜ୀଵ,௡തതതതത

൛ܫሺߤ஺೔ೖሺݔ௜ሻ,  ሻሻൟݕ஻ೖሺߤ

When the condition of non-growing 
,௜ሻݔ஺೔ೖሺߤሺܫ ሻሻ, 1,iݕ஻ሺߤ n  relative to ߤ஺೔ೖሺݔ௜ሻ and 
the use of the linguistic conjunction “AND” are 
satisfied, the equation (6) takes the form: 
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(7) 

Also, the expression (7) can be written using a 
fuzzy truth value, as follows from (4), i.e. (7) will 
have the form: 

 ' /
1, [0,1]

( ) max sup ( )* ( , ( ))
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The discrete analogue of the relation (8) has a 
polynomial computation complexity, i.e. ܱሺ|ݐ௜| ൈ
|ܻ| ൈ ݊ሻ. It is worth noting that the non-increasing 

condition ܫ ቀݐ௜, ሻቁݕ஻ೖሺߤ , ݅ ൌ 1, ݊ with respect to ݐ௜ 
is satisfied for some implications [2]. 

Applying the method of defuzzification of the 
center of gravity from the relation (8), we obtain 
the expression: 

 

where ݕ௞ is the center of the membership function 
 .ሻݕ஻ೖሺߤ

The ratio (9) corresponds to the network struc-
ture (Fig. 1). On this figure, each network-layer 
corresponds to the sub-expression of the related 
expression. 

2. Genetic Algorithm for Training  
a Fuzzy Model 

By specifying a learning algorithm, a 
fuzzy model is formed from a fuzzy sys-
tem. In this case, the fuzzy system is de-
fined by a parameter vector consisting of  
a set of fuzzy term sets and a rule base. 
According to the description given earlier, 

Fig. 1. Network structure for the rule base 
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a Gaussian membership function with two parame-
ters and is selected for specifying a fuzzy term set, 
and each rule is defined as a tuple of the numbers 
of the corresponding term sets in the set. The work 
of the genetic algorithm consists in setting the pa-
rameter vector that defines the fuzzy inference sys-
tem. In this case, the size of the rule base, the pow-
er of term sets, and the types of membership 
functions are considered fixed before the training 
algorithm is launched and are not subject to ad-
justment during its operation. The block diagram 
of the genetic algorithm adapted for configuring 
the fuzzy inference system is shown in the Fig. 2. 

In this flowchart, the parameters of the genetic  
algorithm are: ܰ - the number of iterations of the 
algorithm, ܲܲ - the population size, ݊-the number 
of system inputs, ܨ ௜ܲ-the power of the term set of 
the linguistic variable for the ݅-th input, ܴܲ - the 
number of rules in the database, ݌௖ and ݌௠-the 
probability of crossing and mutation, respectively. 

2.1. Encoding 

In this algorithm, the sets of parameters for 
training are both parameters of Gaussian accessory 
functions and term numbers in the rule base. 

The set of parameters of the term sets of the j-th 
chromosome is represented as: 

GA(N, PP, n, FP, RP, pc, pm)

Return the chromosomes from population 
with the highest fitness value.

Initialize the population of 
chromosomes PP. Each includes n term 
sets in Fpi f. p. (i=1..n+1) and RP rules.

Calculate the fitness of chromosomes in 
population.

parent_population := selected PP 
chromosomes from population using 

the roulette method.

It := from 1 to N

Perform a crossing over pairs of 
chromosomes from parent_population 

with probability pc.

Produce a mutation over the 
chromosomes from parent_population 

with probability pm.

population := parent_population

 

Fig. 2. Adaptation of a genetic algorithm for setting up a fuzzy inference system 



Machine Learning of a Fuzzy System with Linguistic Inputs Using Parallel Technologies 

ИНФОРМАЦИОННЫЕ ТЕХНОЛОГИИ И ВЫЧИСЛИТЕЛЬНЫЕ СИСТЕМЫ 3/2021 65 

or 
௝ܩ ൌ ൫ሺߤଵ, ,ଵሻߪ . . . , ሺߤி்௉,  ,ி்௉ሻ൯ߪ

where ܲܶܨ ൌ ∑௡ାଵ௜ୀଵ ܨ ௜ܲ, ݊ is the number of in-
puts, and ܨ ௜ܲ is the power of the ݅th term. 

The part of the ݆th chromosome corresponding 
to ݇th rule corresponding to the following se-
quence of parameters: 

௝ܴ,௞ ൌ ሺݎଵ, . . . , ,௡ݎ  .௡ାଵሻݎ

Since the idea of the genetic algorithm is primar-
ily aimed at selecting discrete values, it is necessary 
to choose a method for discrete encoding of the real 
components of the parameter vector. For each such 
component of the parameter vector, some basic 
(mean) value can be selected, in the vicinity of 
which the desired value of this component is locat-
ed. Then the neighborhood of the selected value can 
be divided into ܰ െ 1 sections, resulting in a coor-
dinate grid consisting of ܰ points. Now the real val-
ue can be defined using a discrete parameters equal 
to the point number in the coordinate grid. Then the 
work of the genetic algorithm will consist in finding 
the optimal position in the grid of ܰ neighboring 
points for each real parameter. 

The value of such real para parameters for the 
Gaussian membership function is calculated using 
the following formulas: 

ߤ ൌ ଴ߤ ൅ ݌݁ݐݏ ൈ
ఓݏ ൅

ܰ
2

ܰ

ߪ ൌ
ఙݏ
ܰ
,

 

where ݌݁ݐݏ expresses the width of the section cor-
responding to the membership function when di-
viding the entire acceptable range by a number 
equal to the power of the term set of this linguistic 
variable, and ߤ଴ ൌ ݅ ൈ  th number of the݅ ,݌݁ݐݏ
membership function in the term set. 

2.2. Initialization 

Let the input of the training procedure be a se-
quence of instances ൫ݔሺݐሻ, ݀ሺݐሻ൯. The input values 

,௜ݔ ݅ ൌ 1, ݊ of each instance of a pair of parameters 
of the Gaussian membership function ሺߤ௜,  ௜ሻ. As aߪ
rule, the range of definition of the membership 
function is single ሾ0,1ሿ, because for a system that 

accepts only fuzzy values, it is only important to 
preserve the semantic proportions between con-
cepts, and the scale of the range for displaying can 
be chosen arbitrarily. 

For each such range, fuzzy partitioning is per-
formed. The number of partitions for each range 
coincides with the power of the corresponding 
term set. For each such section, the membership 
function for the term corresponding to the speci-
fied section takes the maximum value. Thus,  

for input variables, the split width is ݌݁ݐݏ௜ ൌ
ଵ

ி௉೔
, 

݅ ൌ 1, ݊ for the output variable, we have 

௡ାଵ݌݁ݐݏ ൌ
ଵ

ி௉೙శభ
. Since the center of each Gaussi-

an membership function must fall on the allocated 
area, the value of the parameter s is selected ran-
domly from the range ሾ1, ܰሿ. Discrete initial values 
corresponding to the root-mean-square deviations 
of The Gaussian membership function are selected 
using a similar principle. 

The values of the membership function num-
bers in the rule base for the ݅th input are selected 
randomly from the possible ܨ ௜ܲ values. The values 
of the accessory function numbers in the output 
rule base are selected in the same way from ܨ ௡ܲାଵ. 

2.3. Selection Operator 

The selection procedure is applied after evaluat-
ing the quality level of fuzzy systems encoded in 
each of the chromosomes using the fitness func-
tion. In this paper, the roulette method was chosen 
as a selection procedure, which, when randomly 
playing a number, provides a high probability of 
hitting the sector corresponding to the fuzzy sys-
tem that most accurately describes the input data 
set. As a result of playing numbers and random se-
lection of chromosomes, the parent population is 
formed. 

2.4. Crossingover Operator 

After selection, pairs are formed from the set of 
chromosomes of the parent population. During the 
crossing procedure, the parameter vector of both 
chromosomes of the pair is divided into two parts 
in the same ratio. After that, one of the parts is ex-
changed between the two chromosomes with a cer-
tain probability of ݌௖. As a result of this operation, 

௝ܩ ൌ ቀሺߤଵଵ, ,ଵଵሻߪ … , ൫ߤி௉భ
ଵ , ி௉భߪ

ଵ ൯, … , ሺߤଵ
௡, ଵߪ

௡ሻ,… , ൫ߤி௉೙
௡ , ி௉೙ߪ

௡ ൯,… , ሺߤଵ
௡ାଵ, ଵߪ

௡ାଵሻ, . . . , ൫ߤி௉೙శభ
௡ାଵ , ி௉೙శభߪ

௡ାଵ ൯ቁ 



ИНТЕЛЛЕКТУАЛЬНЫЕ СИСТЕМЫ И ТЕХНОЛОГИИ S. A. Karatach, V. G. Sinuk 
 

66 ИНФОРМАЦИОННЫЕ ТЕХНОЛОГИИ И ВЫЧИСЛИТЕЛЬНЫЕ СИСТЕМЫ 3/2021 

two chromosomes should be formed, one of which 
inherited the best components from the two parents 
and the corresponding fuzzy system has a higher 
rating of the quality of work. 

So, as a result of crossing between two data-
bases of rules of different chromosomes, the set of 
rules included in the final database of rules can 
more fully reflect the necessary set of expert 
knowledge to solve the problem. 

2.5. Mutation Operator 

The mutation procedure is aimed at finding new 
parameter vectors, usually slightly different from 
the vectors in the original chromosomes. A change 
in a small number of parameters allows you to 
show the degree of proximity of these parameters 
to the optimal ones at the stage of calculating the 
system quality function, and, in the end, the fuzzy 
inference system set by the selected value of a pa-
rameter is more likely to be in the final population. 

For mutation of parameters of membership 
functions of term sets of linguistic variables, a ran-
dom selection is made in the range from 1 to ܰ pa-
rameters ݏ, one of which corresponds to the medi-
an, and the other to the standard deviation. When 
the rule base is mutated, the term number of the 
corresponding linguistic variable is randomly se-
lected. Mutation of all components of the parame-
ter vector is performed with a certain probability 
 ௠. The value of this parameter affects the ability݌
of this instance (for a given ݌௠) of the genetic al-
gorithm to search space. 

2.6. Fitness Function 

Let’s assume that a set of ܰ data instances is 
used to train the system. Each instance of the set 
forms a pair ൫ݔሺ݅ሻ, ݀ሺ݅ሻ൯, ݅ ൌ 1, ܰ. to evaluate the 
accuracy of a fuzzy system formed from a set of 
parameters encoded in each chromosome, the fit-
ness function is used. The choice of fitness func-
tion for this training method is much wider than in 
methods using gradient descent. However, in this 
case, it is proposed to use the inverted average 
square of the error as the fitness function. 

ݏݏ݁݊ݐ݂݅ ൌ െඩ
1
ܰ
෍ሺ݂൫ݔሺ݅ሻ൯ െ ݀ሺ݅ሻଶ
ே

௜ୀଵ

 

2.7. The Balance between Examination  
and Exploitation 

For a clearer illustration of the concepts of sur-
vey and operation, the concept of selective pressure 
is introduced in [1]. This concept expresses the abil-
ity of a given instance of a genetic algorithm to im-
prove the average fitness level of the parent popula-
tion. The algorithm is characterized by a high 
selective pressure when the expected number of 
copies of the best individual exceeds the expected 
number of copies of the worst individuals. 

When the probability of crossingover ݌௖ and 
mutation ݌௠ increases, the selective pressure of the 
algorithm increases, and when it decreases, it de-
creases. 

The concepts of survey and exploitation denote 
two extreme cases of the genetic algorithm. In one 
case, the genetic algorithm can conduct a survey of 
the model search space in order to approach the 
point corresponding to the global optimum of the 
problem. This occurs when the selective pressure 
decreases. In another case, when the selective pres-
sure increases, the search space points that are 
close to optimal are exploited. 

While maintaining the balance of these two ex-
treme processes, the genetic algorithm tends to in-
crease the expectation of fitness in the entire popu-
lation. To maintain the balance, it makes sense to 
organize a dynamic adjustment of the level of se-
lective pressure during the operation of the genetic 
algorithm. In this paper, this is achieved by modi-
fying the ݌௖ and ݌௠ parameters at each iteration 
through a linear transition from a certain initial 
value to the final one. In the case of ݌௖, there is a 
transition from 0.4 to 0.9, and in the case of pm-
from 0.005 to 0.1. There are also other approaches 
for adjusting ݌௖ and ݌௠ parameters based on the 
use of a fuzzy output system [11]. 

3. Parallel Implementation 

The implementation of a parallel approach to 
the organization of calculations is provided using 
the CUDA software technology. The computing 
model offered by this technology implies simulta-
neous execution of program code on the Central 
processor and on the graphics processor [12-14]. In 
addition, asynchronous code execution is usually 
organized on the host and on the device. 
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A genetic learning algorithm consists of certain 
sequential computational steps, such as: fitness as-
sessment, selection, interbreeding, and mutation. 
Each of these steps, in turn, can also be broken 
down into several smaller steps. This partitioning 
allows you to provide a greater level of flexibility 
when building the launch configuration of a partic-
ular CUDA core and achieve significantly more 
full employment of streaming multiprocessors. 

According to the performance estimates of 
CUDA cores obtained using profiling utilities, the 
largest amount of calculations is performed on the 
core corresponding to the calculation of the fitness 
function values. This is because there is a need to 
process operations in a grid of large-sized blocks. 
In the simplest case, the grid of blocks is formed in 
such a way that each block processes one chromo-
some and one instance of data. 

However, for GPUs with version 3.5 of the 
functionality, there are restrictions on the number 
of resident blocks for each streaming multiproces-
sor equal to 16 and on the number of resident 
threads equal to 2048. In this case, with a small 
number of input parameters and a small number of 
rules that do not exceed 128 in the product, there 
will inevitably be a downtime of computing re-
sources. As a solution to this problem, you can en-
sure that multiple instances of data are processed in 
a single block. For this, we introduce the notion of 
a “thread group” or “warp group”. Within this ab-
straction, each thread group is responsible for pro-
cessing a single instance of data. This approach al-
lows you to circumvent the restriction on the 
number of chromosomes and data instances that 
can be efficiently processed simultaneously by a 
single streaming multiprocessor. Moreover, it 
makes sense to minimize the number of resident 
blocks by achieving the maximum size of the 
thread group. This will give the hardware sched-
uler more flexibility when replacing idle warps, for 
example, due to delays in operations, with warps of 
other blocks. 

Since the prototype of the genetic algorithm 
was a natural mechanism, the learning process im-
plies a stochastic modification of the learning con-
text. In this regard, for each next generation, the 
values of the chromosome genes are randomly se-
lected. As part of the implementation, it makes 
sense to use cuRAND, a pseudo-random number 

generation library included in the CUDA technolo-
gy software package. This library provides a set of 
overloaded functions for each pseudo-random 
number generation algorithm. The input point for 
using the functionality of this library is the func-
tion for initializing the context of the selected algo-
rithm - ܿݐ݅݊݅_݀݊ܽݎݑ. The initialized context can 
then be used to generate non-negative integer val-
ues using the curand function and to generate real 
numbers using the ܿ݉ݎ݋݂݅݊ݑ_݀݊ܽݎݑ or 
 functions. The last two functions ݈ܽ݉ݎ݋݊_݀݊ܽݎݑܿ
generate a sequence of numbers distributed accord-
ing to a uniform or normal law, respectively. As a 
result, each of these functions finds its application 
in the implementation of a particular operation of 
the evolutionary learning algorithm. It is also 
worth mentioning that the context of the pseudo-
random number generation algorithm must be pro-
vided for each thread using the cuRAND library 
functions separately. 

Data organization in memory is a sequence of 
grouped n-dimensional tensors of the 1st, 2nd, and 
3rd order. Some of them are located in memory in 
such a way that the elements of the first dimension 
are aligned for more efficient access to them from 
separate blocks. The first group of data is represent-
ed by a set of information about dimensions and lin-
ear offsets in an array of parameters of membership 
functions of fuzzy term sets. The next group con-
sists of two pairs of sets of directly trainable param-
eters of the evolutionary algorithm corresponding to 
the parameters of the Gaussian membership func-
tion and a set of rules. Each pair represents a parent 
and child population. Next is a group of input and 
output data from the training sample. The data struc-
tures of the latter group are used to a greater extent 
in assessing the fitness function and subsequent se-
lection of chromosomes. 

Among the features of a more subtle implemen-
tation of the algorithm, it is worth noting that when 
initializing the parameters of chromosomes, it 
makes sense to set the parameter h to a value of a 
fairly small order. This will lead to a temporary 
fixation of the parameters of membership functions 
in all chromosomes at the first iterations of the al-
gorithm and will allow the algorithm to actually 
select chromosomes with the best rule bases, which 
in the future will form a more stable population. 
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4. Efficiency Evaluation 

This section provides an assessment of the re-
sults of choosing a training method and its parame-
ters when implementing a neuro-fuzzy model. The 
training was performed for the Balance Scale da-
taset [15], which contains 4 categorical input at-
tributes and a categorical output attribute. The pri-
mary criterion to be evaluated is the accuracy of 
the system obtained as a result of the training algo-
rithm. The following practically significant criteria 
are the complexity of selecting the parameters of 
the selected evolutionary algorithm and the model 
itself, as well as the resource intensity of the learn-
ing algorithm. 

The accuracy of the obtained model is evaluated 
in a cross-section of the solution domain with fixed 
parameters of the learning algorithm: the number of 
iterations is 1000, the size of the rule block is 10, 
and the size of the chromosome population, respec-
tively, in the parent and time population of 100. For 
the most reliable measurement of the model’s accu-
racy, the data sample was mixed and divided in a 
ratio of 8: 2 into training and test subsamples. Thus, 
the accuracy of the neuro-fuzzy model was evaluat-
ed at each iteration of the evolutionary algorithm for 
the entire training subsample, since in this algo-
rithm, the conditions of evolutionary selection must 
be preserved throughout the entire learning process. 
The accuracy of the predictions of the resulting 
fuzzy system was evaluated on previously unknown 
instances of the model, which also allows us to 
judge the achieved level of generalization of the 
model by comparing its quality estimates in the pro-
cess and as a result of training. 

The growth dynamics of the average accuracy 
for a population depends directly on the capacity of 
the population representatives (in this case, this 
value is identified with the number of rows in the 
rule database) and on the size of the population it-
self. This is due to both an exponential increase in 
the number of possible combinations of algorithm 
values, and a decrease in the step of evolutionary 
adjustment of parameters, which also depends on 
the number of genes in the chromosome. 

As a result of training the accuracy of the 
trained model measured on the test sample is: 0.78. 

In order to simplify the implementation of the 
genetic algorithm, the size of the rule block is fixed 
when this algorithm is run. However, this parame-

ter can be selected experimentally. To do this, the 
learning process can be started for a small number 
of generations and with a different number of rules 
in the rule database. After that, the accuracy of 
each of the fuzzy systems obtained as a result of 
training is evaluated for each value of the size of 
the rule base. Then the value corresponding to the 
maximum accuracy should be used when starting 
the full training process. 

The values of the parameters ߤ and ߣ increase 
with the number of possible combinations of val-
ues forming a block of rules. 

The training time for the above configuration of 
the genetic algorithm running on the CPU (using 
OpenMP technology) was 186 minutes. At the 
same time, the training process using the GPU was 
completed in 2 minutes. 

Conclusion 

As a result of the research conducted in this pa-
per, we can draw the following conclusions about 
the feasibility of using the approach proposed in 
this article for the automated construction of a 
fuzzy inference system. The disadvantages of the 
training method developed in the article are both 
the need for a large amount of computing resources 
and memory, and the need to manually set a num-
ber of parameters of the training algorithm. The 
advantages of the adapted genetic algorithm in-
clude the possibility of flexible parallelization of 
the computational process, as well as the accuracy 
of the fuzzy output models obtained at the output 
of the genetic algorithm. 
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