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Abstract. Real-world data are often dirty. In most cases it negatively affects the accuracy of the model 
trained on such data. Supervised data correction is an expensive and time-consuming procedure. So one 
of the possible ways to solve this problem is to automate the cleaning process. In this paper, we consider 
such a preprocessing technique for improving the quality of the trained network as automatic cleaning of 
training data. The proposed iterative method is based on the assumption that the polluted data are most 
likely located farther away from the median of the class. It includes detection and subsequent removal of 
the noisy data from a training set. Experiments on a generated synthetic dataset demonstrated that this 
method gives good results and allows to clean up the data even at high levels of pollution and significant-
ly improve the quality of the classifier. 
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Introduction 
Data collection is one of the key points among 

the many machine learning problems. Data prepa-
ration takes a lot of time and includes collecting, 
cleaning, analyzing, and creating ground truth. As 
the scope of machine learning is expanding, there 
is a special need for new training data. In particu-
lar, the increased popularity of neural networks re-
quires the availability of representative data sets 
for their training. 

If the data collecting task is solved, then the 
task of correctly labeling these data is set. And 
there are several possible cases: either all the data 
are labeled manually or only a relatively small part 
of the data is labeled. In the first case, it’s a very 
laborious and time-consuming process that is im-
plemented using crowdsourcing or an own team of 
people who label the data. In the second, most of 

the data are labeled automatically, using assump-
tions related to the link between the distributions of 
unlabeled and labeled data [1]. 

In both cases, errors may occur during data la-
beling, such as mislabels or missing values, or se-
mantic errors. Herewith, in the second case, the 
percentage of mislabels should intuitively be high-
er. The presence of errors in the labels can lead to  
a deterioration in the quality of the trained model 
[2], in particular, in classification problems. 

In this paper, we propose a method designed to 
improve the data quality by detecting and subse-
quent deleting of mislabeled samples from data. 

Related work 

Data cleaning is a preprocessing technique and 
can be separated in two tasks: error detection and 
data repairing. At first, data inconsistencies are 
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identified, the second part involves updating the 
available data to correct any detected errors. We 
will next consider only the problem of detecting 
errors, and as a technique for correcting them, we 
will use the simplest one, which consists in their 
removing. 

Depending on where inconsistencies occur in 
the data, errors can be divided into two types [3]: 
attribute and class errors. And there are many 
methods for dealing with both attribute errors [4] 
and class errors [5]. We cover several works relat-
ed to the detection of class errors, specifically out-
liers and mislabeled data. 

Mislabeled data 

The need to clean the data leads us to the con-
cept of a filter or filtering algorithm. Polluted data 
are fed to the input of such an algorithm, and a pos-
itive or negative tag is assigned to each sample at 
the output, indicating whether the instance is mis-
labeled or not. After that, objects with positive tags 
are deleted or are subject to reclassification. 

The idea to use not one filtering algorithm, but 
several (the so-called ensemble of classifiers) was 
implemented by Brodley and Friedl [6]. In their 
work, authors compare the quality of classification 
when using three types of filtering: a single algo-
rithm, majority voting and consensus voting. A ma-
jority vote filter tags an instance as mislabeled if 
more than half of base-level classifiers classify it in-
correctly. A consensus vote filter requires all votes to 
make such a decision. The following algorithms are 
considered as base-level classifiers: decision tree, 
kNN and linear machine. Samples marked as misla-
beled are deleted, and the resulting corrected dataset 
is used to train the final classifier. This method allows 
to achieve base-line accuracy of classifier with data 
contamination not exceeding 20%. 

The use of an ensemble of filters is also found 
in the work [7] in relation to Bioinformatic da-
tasets. The authors also pay attention to the meth-
ods of data repairing, namely, they compare three 
data correction techniques: noise removal, noise 
reclassification, as well as a combination of these 
two techniques. The results of their experiments 
show that a higher classification accuracy is 
achieved when detected errors are removed from 
the dataset. 

In [8] the authors use an ensemble of filters in a 
binary classification problem. The ensemble con-
sists of only two base level classifiers - True NN 
and False NN. The first of them is trained to pre-
dict the degree of the true memberships while the 
second is trained to predict the degree of false 
memberships. These networks have the same archi-
tecture, and their difference is that Falsity NN use 
the complement of target outputs of the Truth NN 
to train. If both networks recognize the sample as 
incorrectly classified, it is removed from the da-
taset. Experiments conducted on real data show 
that this technique removes only the highly possi-
ble misclassification patterns, in contrast to majori-
ty voting techniques, where ANN, DT and kNN are 
taken as base-level filters. The proposed method is 
superior to the majority voting and consensus vot-
ing filtering from the point of view of the accuracy 
of the classifier trained on filtered data. However, 
in general, the classifier accuracy was improved by 
no more than 2%. 

Outliers 

Speaking of outliers, it is “a data point that is 
far outside the norm for a variable or popula-
tion“[9]. And there are a lot of methods for detect-
ing them in univariate [10; 11] and multivariate 
[12-15] cases. 

To find outliers among the data, you first need 
to introduce a metric in the space of these data. It is 
customary to consider the Mahalanobis metric a 
measure of the distance between two random vec-
tors (for example see [16]). So the distance from 
the random vector to the center, called Mahalano-
bis distance (MD), is calculated as follows: 

MD=��x-μ�
T
Σ-1�x-μ�,  (1) 

where x is a vector of variables x=(x1,x2,…,xk), 
μ=�μ1,μ2,…,μk� is a mean vector, Σ is a k×k  co-
variance matrix. μ and Σ are generally unknown in 
advance, and the sample mean and the sample co-
variance matrix are used as their estimates. How-
ever, MD cannot be used in the presence of outli-
ers, since the sample mean and sample deviation 
are calculated for the entire data. 

In the univariate case the median and MAD 
(median absolute deviation) are more robust statis-
tics ([10]): 
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MAD = median(|X − median(X)|), (2) 

where X is a univariate sample. An object x from 
sample X is considered to be an outlier if the dis-
tance from it to the median exceeds three MAD 
values: 

x-median(X)
MAD

> 3. (3) 

The mean and the covariance matrix found by 
the MCD (minimum covariance determinant) [17; 
18] method can serve as examples of robust statis-
tics in the multivariate case. This method includes 
the following steps: for each subsample of length 
h , the sample mean and the sample covariance ma-
trix, as well as its determinant, are calculated. 
Then, from all subsamples of length h , a subsam-
ple with the covariance matrix having the smallest 
determinant is selected. μMCD is assumed to be 
equal to the sample mean of this ”good subsam-
ple”, ΣMCD is assumed to be equal to the corre-
sponding sample covariance matrix. The number h  
is chosen in the range from n/2  to n , where n is the 
sample size. Those objects whose Mahalanobis-
MCD [12] distance is greater than a certain con-
stant are taken as outliers: 

MD=��x-μMCD�
T
ΣMCD

-1 �x-μMCD�,  (4) 

Since this method involves calculations for each 
subsample of length h , where n/2 ≤ h ≤ n , it turns 
out to be computationally demanding. It should be 
noted that there is a less computationally demand-
ing version of this algorithm, called FAST-MCD 
[19]. However, it also involves multiple calcula-
tions over the entire sample and subsamples of 
length h , which is quite inefficient for large da-
tasets. 

As for NNs, it should also be noted that there is a 
radically different approach to solving such a prob-
lem as training with noisy labeled data, the purpose of 
which is to build robust models. There are two main 
methods: changing the network structure [20; 21] and 
changing the loss function [22; 23]. 

In this paper, we propose a method designed to 
improve the data quality. The main assumption 
used is as follows: if the image has an incorrect la-
bel, the feature vector is more likely to be farther 
away from the median of the class than the vector 
corresponding to the correctly labeled image. 

Therefore, the problem of detecting mislabels is 
reduced to the outliers detection. Using such statis-
tics as the median we detect possible outliers and 
then remove them. 

Suggested method 

The method consists in sequentially repeating 
the following steps: 

1 the new network is trained on the available 
training data (initially dirty); 

2 in each class, 5% of the feature vectors that 
are farthest (l2) from the median of the class are 
determined. They are moved to the storage. 

In the multivariate case, the median of the class 
is calculated as a vector whose components are the 
medians of the corresponding univariate distribu-
tions. The quality of the trained network is meas-
ured at each iteration. 

The question of how many steps should be ap-
plied is solved taking into account the fact that 
with each iteration of the method, the amount of 
data decreases. For example, if it is known that the 
data is not much polluted, then it is better to take a 
smaller number of iterations. Conversely, if the da-
ta is presumably heavily polluted, then the number 
of steps in the method should be set larger. 

Division into classes 

We use the Siamese network [24-26] as a classi-
fier in the proposed method, since its architecture 
allows to map the point from the data space to the 
embedding space so that the distance between 
similar data in the embedding space (l2) is small 
compared to the distance between different data. 
That is, in embedding space the distance between 
samples of the same class will be relatively small 
in comparison with the distance between samples 
from different classes. 

The question of which class the image belongs 
to is solved as follows. A small subset (about 100-
200) of images belonging to the same class is tak-
en. An already trained network calculates a feature 
vector for each input image. Next, the class de-
scriptor, which is the feature vector averaged over 
this subset, is calculated. This procedure applies to 
each class. When it is completed, a descriptor is 
assigned to each class. A certain class is assigned 
to each input image using the nearest neighbor 
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method. This class is defined by the descriptor 
closest to the feature vector of the input image. 

It should be noted here that the images we used 
to calculate the descriptors were free from contam-
ination. However the class descriptor can be calcu-
lated not only as the average of the samples taken, 
but also as their median. In this case, the de-
scriptors can be calculated even from samples tak-
en from a polluted data, since the median is a ro-
bust statistics. 

Experiments and results 

Training data 

To evaluate the effectiveness of the proposed 
method, synthetic data were generated using the 
method proposed in [27]. It was a set of images of 
digits from 0 to 9 printed in different fonts and locat-
ed on different backgrounds (Fig. 1). There were 
1250000 images in total, which were divided into a 
training (80%) and test (20%) set. The backgrounds 
for the test set were different from the backgrounds 
for the training set. For experiments, the training data 
were polluted by changing the class labels. In more 
detail, the same number of samples were taken from 

each class, and then each of these samples was ran-
domly assigned a class different from the original 
one. The test data remained unchanged throughout 
the experiments. All images were transformed to 
grayscale and scaled to size 25 × 41 to feed to the in-
put of the neural network. 

Architecture of Convolutional Neural Network 

As mentioned above, we use deep metric learn-
ing for data filtering, in particular the Siamese 
network, because it allows us to measure the dis-
tance between the vectors of objects in the result-
ing space, and the smaller this distance, the closer 
the objects are located in the input space. Moreo-
ver, the size of such a network does not directly 
depend on the number of classes. Another ad-
vantage of such a network is the possibility of ad-
ditional training when expanding the alphabet, 
while the classifying network needs to be re-
trained “from scratch“ to add new classes. 

Each of the branches of the Siamese network 
has the architecture described in Table 1. We use 
convolutional layers, because such architecture 
takes into account the topology of input data. This 
property makes them attractive for problems where 
images are used as input data [28; 29] since there is 
a dependence between spatially adjacent pixels. 
The number of outputs is chosen to be three due to 
the fact that the alphabet is not large and consist of 
ten elements. The proposed architecture has 3.22 × 
104 weights, the function (5) was chosen as an acti-
vation function for convolutional layers. The con-
trastive loss [30] was used during the experiments, 
because this function tries to maximize the distance 
between two samples from different classes and 
minimize the distance between samples from the 
same class. 

Fig. 1: Examples of generated images 

Table 1. Architecture of network 

  Layers  

# Type Parameters Activation 
1 conv 6 filters 5×5, stride 1×1, no padding softsign 
2 conv 6 filters 2×2, stride 2×2, no padding softsign 
3 conv 16 filters 5×5, stride 1×1, no padding softsign 
4 conv 16 filters 2×2, stride 2×2, no padding softsign 
5 fc 84 outputs softsign 

6 fc 3 outputs  
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The architecture of the resulting network turned 
out to be quite simple. In fact, we did not pursue 
the goal of building a network that will show the 
best quality, since this is not so necessary for con-
ducting an experiment. 

softsign(x) = x
1+|x| (5) 

Experiments 

Before each experiment, the training data were 
polluted by changing the labels. Moreover, the 
same number of images were polluted in each 
class. Each experiment consisted in applying the 
method described above, the number of iterations 
was chosen to be six. The percentage of detected 
true (TrueM) and false (FalseM) mislabeled sam-
ples were measured at each iteration.  

TrueM  = 

num of detected 
true mislabeled samples

initial size of the training data
⋅100%, 

(6) 

FalseM  = 

num of detected 
false mislabeled samples

initial size of the training data
⋅100%, 

(7) 

where initial size of training data was 106. 

The accuracy of the classifier was calculated as 
the percentage of its correct answers: 

Acc = Ncorrect
Nall

⋅100%,  (8) 

where Ncorrect is the number of correctly classified 
images, Nall is the size of the entire test set (250000 
images). 

Results 

The results of the experiments are presented in 
Table 2. In six iterations, it was possible to com-
pletely get rid of mislabeled data at pollution levels 
not exceeding 25%. At higher pollution levels, six 
iterations are not enough. This is not surprising, 
because for six iterations, a part of deleted data 
equals (1−0.956) ≈ 0.265. In such cases, more itera-
tions of the algorithm should be applied. 

As can be seen from the Table 2, with an in-
crease in the level of contamination, the FalseM 
indicator remains negligible, i.e., the number of de-
leted “good“ samples is very small even with a 
high level of data contamination. Table 3 shows 
which samples the algorithm filters out at each step 
when cleaning data that is 30% contaminated. Cor-
rectly labeled samples detected by the algorithm as 
mislabels are mostly low-quality samples, which 
can be seen from the right column of the Table 3. 

Table 2. Results 

  Cleaning iteration number   

Pollu-
tion 
level 

Measured in-
dicators 0 1 2 3 4 5 6 

0% Acc,% 99.08 97.00 96.53 97.14 95.71 95.39 97.53 

5% 

TrueM,%  4.95 5.00     

FalseM,%  0.05 4.75 9.26 13.55 17.62 21.49 

Acc,% 98.90 98.14 97.82 98.08 97.62 97.42 97.08 

10% 

TrueM,%  5.00 9.74 10.00    

FalseM,%  1 · 10−3 0.01 4.26 8.55 12.62 16.49 

Acc,% 91.90 98.45 98.36 97.56 97.52 97.60 96.57 

20% 
TrueM,%  5.00 9.75 14.26 18.53 20.00  

FalseM,%  2.7 · 
10−3 

3.5 · 
10−3 

4.9 · 
10−3 0.02 2.62 6.49 

 Acc,% 87.90 91.73 95.97 98.08 98.11 98.17 97.20 
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Table 2. Results (end of the table) 

  Cleaning iteration number   

Pollu-
tion 
level 

Measured 
indicators 0 1 2 3 4 5 6 

25% 

TrueM,%  5.00 9.75 14.26 18.53 22.60 25.00 

FalseM,%  2 · 10−4 2.6 · 
10−3 

6.2 · 
10−3 0.01 0.02 1.49 

Acc,% 90.91 84.84 95.64 97.01 97.64 98.20 98.22 

30% 

TrueM,%  5.00 9.75 14.26 18.55 22.61 26.48 

FalseM,%  1 · 10−4 4 · 10−4 8 · 10−4 1.7 · 
10−3 

5.6 · 
10−3 

8.8 · 
10−3 

Acc,% 89.16 85.86 95.63 98.02 98.81 98.90 98.70 

40% 

TrueM,%  5.00 9.75 14.26 18.55 22.62 26.48 

FalseM,%  0.00 4 · 10−4 5 · 10−4 8 · 10−4 3.7 · 
10−3 0.01 

Acc,% 88.16 86.07 92.31 96.32 97.27 97.93 98.08 

50% 

TrueM,%  5.00 9.75 14.26 18.55 22.62 26.49 

FalseM,%  0 1 · 10−4 4 · 10−4 1.3 · 
10−3 

1.9 · 
10−3 

2.8 · 
10−3 

Acc,% 82.36 84.91 83.46 86.99 91.48 95.60 96.70 

80% 

TrueM,%  4.95 9.66 14.15 18.43 22.50 26.37 

FalseM,%  0.05 0.10 0.11 0.11 0.12 0.12 

Acc,% 47.35 58.69 64.41 67.24 65.23 64.73 79.90 
 

Table 3. Examples of true and false mislabels detected on each iteration of the algorithm 
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The proposed method also improved the quality 
of the network at pollution degree in the range 
from 10% to 50%. In almost all of these experi-
ments (with the exception of 40% of contamina-
tion), it was possible to achieve the quality of a 
network trained on clean data.  

Conclusion 

In this work, we considered a training data 
cleaning method that identifies mislabeled instanc-
es and remove them. Its advantage lies in the fact 
that it does not require human control, that is, it is 
fully automated. The results of experiments con-
ducted on the generated synthetic data demonstrate 
that the proposed method allows to get rid of incor-
rectly labeled data even at high levels of pollution. 
The method also allowed accuracies near to the 
baseline accuracy of the classifier to be retained for 
noise levels up to 30%. As the noise level increas-
es, the ability of the method to retain the baseline 
accuracy of the classifier decreases. 

As a part of further research, it is planned to 
evaluate the effectiveness of this method on real 
data. Moreover, we are going to improve the meth-
od by correcting the detected incorrectly labeled 
instances. For example, we can determine which 
class is the closest to the detected instance and 
mark the instance with the label of this class. As 
the distance from the object to the class, we can 
consider the distance in the sense of l2 from its fea-
ture vector to the median of the class. 
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