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Abstract. The paper presents a method for detecting false responses of localization and identification algorithms.
The method considers matching image characteristics that cannot be described by local features stably and com-
pletely. It is proposed to use image zones containing such features, describe them and use them to assess the
validity of the algorithm response. In the work we demonstrate how the algorithm works on ID documents. Pos-
sible features are images of the coats of arms and flags of countries, background filling and text unique to the
considered document type. To illustrate the proposed algorithm, the MIDV-500 and MIDV-LAIT datasets were
taken. The first is used to show that the rejector does not reject correct system responses, the second - that it rejects
the incorrect ones. We test several methods of zone description. The experimental results show that false type
selection decreases with the use of any description type and the local CNN-descriptor shows the best performance.
The increase of classes with marked zones is shown to improve the filtration of false responses. The experiments
show the improvement from by 13% with one type with zones to by 4 times with 10 types.
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Introduction

Recognition systems are an important compo-
nent of RPA solutions with data entry automation.
Various organizations, both government establish-
ments and private companies, use such solutions to
improve the processes efficiency, incl. document
flow. The use of recognition systems for document
images not only speeds the input up, but also pro-
vides the ability to check documents for authentic-
ity. Although the problem of document recognition
has been studied for more than 50 years, it remains
relevant due to development of mobile devices, re-
mote servers and anti-fraud methods.

Document localization and identification in an
image in the coarse-to-fine approach [1] is the first
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stage of the document recognition process. The task
can be formulated as follows:

e The input is a query image that may contain
a document and a list of document classes that the
system must identify;

e The output is a set of candidates consisting of
document position and document type.

There are different approaches to solving this
problem. For example, the works [2, 3] present so-
lutions to this problem using neural networks. State-
of-the-art solutions for documents are obtained us-
ing a common approach using image matching
based on local features. According to works [4-6],
the following sequential stages are distinguished:

0. Template images are set in accordance with
document classes;
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1. local features selection and description in the
query image and template images;

2. feature matching between the query image
and template images;

3. the determination of the most suitable docu-
ment class and its outer border in the query image.

There are lots of different approaches for each
stage. For example, one of the most common algo-
rithms for keypoints detection and description are
SUREF [7] and SIFT [8]. The brute force search can
be considered as a matching algorithm. Based on the
found matches, a homography is determined using
the RANSAC method [9].

Number of papers are devoted to the improvement
of one of the stages of the algorithm. For example,
RFD [10], HOG [11] and BEBLID [12] are examples
of different approaches to keypoints description step.
A common example of extracting and descripting non-
point features is segment detection, as described in the
article [13]. As an example of improving the matching
stage, we can cite the algorithm for searching the near-
est neighbors described in [14]. The RANSAC
method also has improvements. For example, the au-
thors of [15] propose the USAC method (Universal
RANSAC) combining many SAC-related optimiza-
tions and improvements that have been proposed over
the years. In the paper [16], the authors focus on geo-
metric constraints and improve the method for the doc-
ument recognition problem.
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There are also articles that improve the entire ap-
proach to solving the recognition problem. For ex-
ample, the article [17] proposes a multiple hypothe-
sis approach, which consists of running several
document localization strategies in parallel, and the
selection of the most competitive one based on a
visual similarity score. In addition, some works pre-
sent new and/or improved algorithms, there are re-
jections of candidates by the geometric properties of
the quadrangle that defines the boundaries of the
document according to the found homography, and
by the number of inliers — the matched keypoints in-
side the quadrangle [5, 6, 18].

Despite all the modifications and improvements
described, the approach to document localization
and identification by matching keypoint descriptors
presented above actually solves the problem by an-
alyzing individual local neighborhoods. At the same
time, the document template itself is not considered
as a whole, in a global sense, leading to possible lo-
calization and identification mistakes (Fig. 1). Such
mistakes can be avoided if not only local, but also
global features are taken into account during locali-
zation and identification. In the work [19] global
features are taken into account at the time of identi-
fication providing an algorithm for classifying doc-
uments by the presence of a logo detected without
segmentation.

Fig. 1. Example of a false positive response, segments are estimated inliers,
the quad is the hypothesis of document boundaries
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Thus, the analysis of the global features of the
document template at the time of document locali-
zation and identification is an unsolved problem. In
this work, we focus on the problem of rejecting sys-
tem response candidates by matching unique global
static zones.

1. Problem Formulation

Given an input image I; and the image classes
C={Cy ... Cx} is defined for N object* types:

- ;- class of images with i-th type, fori € [1, N]

- Gy - class of other images (“trash”)

(* - identity documents in this paper)

For each class C; an ideal image - template - T; is
defined. The template is an image of a document
cropped to its border (see Fig. 2, a).

A common response of a localization and identi-
fication system can be formalized as <C;, H>, where
H is the transformation: H: I;—Ti, so H translates
pixels of a planar object in I to pixels of T; for i
€[1,N]. In this a family of projective transforms is
considered, which can be caused by a pinhole cam-
era and which can be expressed as a 3 x 3 matrix
operator.

Template images can contain variable data
zones. In case of ID this kind of zone contains per-
sonal data. Following works similar to [5], variable
data zones are selected on each template image. Im-
age features like feature points inside selected zones
are masked and get ignored during feature matching
(Fig. 2, b).

There are few symptoms of ill-conditioned solu-
tion in obtained response. In SOTA approach, the
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result pair <C;, H> is ill-conditioned if the lack of
inliers, or correspondent points are densely placed
on a small part of T, or the difference (numbers of
inliers) between result and 2-nd rate candidate is in-
significant. Still and all, these symptoms can be
caused by the template image specificity, among
other things. So all of these are not enough to reject
the result hypothesis.

[ll-conditioned solution can be rejected by detec-
tion of invalid geometric transformation (impossi-
ble camera pose) and requires additional validation
otherwise.

Let us note that:

- sometimes we can match toneless regions in-
stead of or together with salient regions

- auto distinguish between visual-similar clas-

ses are confined due local features have small view
area; it needs more complex context for compute
difference.
So in this paper we propose to introduce the special
zones - rectangle areas which are manually selected
on template images. Zone matching will be used for
acceptance or rejection of hypotheses. Next part we
will consider the principles of zone selection and
matching in detail.

2. Suggested Method

Let us consider a specific implementation of the
general document match algorithm. At first the key-
points are extracted for the template images and the
query image and described using the SURF method.
After that, the query points are matched with each
set of template points with brute force search. Based
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Fig. 2. Template example

a) image of document, cropped by the border; b) image of document with a mask
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on the obtained comparisons, the RANSAC method
is used to find a homography, which is used to de-
termine the quadrangle of the document. Next, from
all matching candidates, the candidate with the larg-
est number of inliers. The block diagram of the de-
scribed algorithm is presented in Fig. 3.

The described algorithm may incorrectly iden-
tify a document in images having similar local fea-
tures (see Figure 1). In order to reduce the number
of such responses, we propose to use global features
of documents as follows. Each document contains
unique features, such as, for example, images of
coats of arms and flags, specific words, pieces of
background, etc. (Fig. 4). Uniqueness lies not only
in the content of the feature, but also in its location
on the document. It is proposed to highlight such
features in a template image with a quadrangle,

Query image Jq }-»

a5 Y @

further called a rejection zone, and divide it into
blocks. Each block is proposed to be described and
used for comparison.

It is proposed to do the same with the system re-
sponse candidate. Based on the considered quadri-
lateral, being the position of the document, the
query image is transformed to a projectively nor-
malized image of the document, the type of which
the system has identified. In such an image, rejec-
tion zones corresponding to the document are dis-
tinguished and described (Fig. 5). Next, the de-
scriptors corresponding to the same block and
computed on the template image and the query im-
age are compared and their similarity is assessed.

For the previously described localization and
identification algorithm, it is proposed to use rejec-
tion zones in the following way. Candidates coming
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Fig. 3. Diagram of the general recognition algorithm with the proposed stage
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Fig. 4. Example of unique global features on documents of various types
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Fig. 5. Example of rejection zones on a template and a projectively corrected query image
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from the keypoint matching stage are sorted by the
number of inliers. In the process of counting the
number of inliers, the quadrangle corresponding to
the homography is checked for validity based on its
geometric properties [6]. Starting with the candidate
with the highest value, a check is performed across
the template zones. If, after the homography, a can-
didate zone corresponding to a template has de-
scriptors the distance from which to the correspond-
ing template descriptors is greater than a given
threshold for more than half of the blocks, then this
zone is considered dissimilar. If the number of dis-
similar zones is more than half of the total number of
zones in the template, then this candidate is not con-
sidered in choosing the best one (see Algorithm 1).

3. Experimental Data

MIDV-500 [20] and MIDV-LAIT [21] were
taken as sets of query images. Images in which the
document is completely present are considered.
Each image corresponds to a file with markup in-
cluding the document type.

MIDV-500 presents sets of images of 50 docu-
ment types and their markup containing the docu-
ment type presented in the image. The dataset also
contains a set of 50 types of templates with markup.
In the markup containing a mask of ten types, a de-
scription of the rejection zones was added, repre-
sented by a rectangle and the number of divisions
along the x-axis and y-axis.

From MIDV-LAIT, sets of images containing
documents not from the 50 MIDV-500 types were
taken. These images were marked as images with no
document.

This choice of datasets is dictated by the follow-
ing. In order to show that the proposed algorithm
works in cases where the image contains a docu-
ment similar to one of the given document sets, the
MIDV-LAIT dataset was taken. On it, the described
localization and identification algorithm produces
wrong answers. Ideally, this set of images should
not contain any documents. MIDV-500 is used to
evaluate the rejector for false positives. Ideally,
none of the correct answers produced by the system
should be rejected by the rejector.

for each b]- € B do

end if

end for
if counter_rejected_block > “;;l then

counter_rejected_zone :=

end if
end for
Z
if counter_rejected_zone > |2_q| then
reject = true
end if

return reject

INPUT projectively corrected query image I, template zones Z,, template zone descriptors Dy

OUTPUT reject
reject = false
counter_rejected_zone = 0
for each z; € Z,; do
counter_rejected_block = 0

Let B be the set of blocks that are contained in z;

Let d'; be descriptor of b; computed on the image I',

Let d; be descriptor of b; from D,

if dist(d;,d’;) > BLOCK_THRESHOLD then
counter_rejected_block =

counter_rejected_block + 1

counter_rejected_zone + 1

Algorithm 1. Zone rejection algorithm
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4. Results

The experiment was conducted as follows. In or-
der to show that the method works regardless of the
block description algorithm (there is a dependence
only in quality), the SURF, BINBOOST [22] and
neural network [23] methods were taken for com-
parison as a block description algorithm. Measure-
ments were carried out without zones, with one,
with five and with ten document types with zones
on the MIDV-500 and MIDV-LAIT datasets. The
limitation of ten types of documents is due to the
fact that in the examples of the MIDV-LAIT dataset
without a zone there were clearly ten types of docu-
ments that were falsely localized by the system.

The distance between the descriptors for SURF
and BINBOOST was calculated as follows. Two
sets of image requests were taken: containing a doc-
ument and correctly defined by the system, and
those not containing the document, but the system
detected the document. For such sets, the average
distances between blocks of zones were calculated
and the average between them was taken. The
threshold for the neural network method was taken
from the network structure.

Below, Tables 1 and 2 present the results of the
experiment. The tables are divided into experiments
with 1, 5, and 10 document types on MIDV-500 and
MIDV-LAIT, respectively. For each experiment,
data sets without a zone are measured as a control
measurement.

Each table contains two rows: correct - the per-
centage of correct responses (MIDV-500 - correct
doctype, MIDV-LAIT - response without doctype)
from the total number of requests, incorrect - the
percentage of responses with incorrect doctype
from the total number of requests. Table 1 is missing
a line - the percentage of responses without doc-
types from the total number of requests.

As can be seen from the tables, adding zones re-
duces the number of incorrect system responses.
This means that the rejector rejects incorrect an-
swers, that is, it works as expected. The MIDV-500
shows a decrease in the percentage of correct an-
swers, a decrease in incorrect answers and an in-
crease in missing. This is due to the fact that part
(less than 2%) of correct answers was filtered out
along with the incorrect ones. From the tables with
measurements with 10 types, it can be seen that add-
ing zones reduces the number of false positives by
more than 2 times in all three descriptor examples
and reduces the percentage of correct answers by no
more than 2%. The latter decrease is due to the fact
that among the correct answers there are responses
with the correct type, but incorrect localization.
Such responses can be regarded as false, and getting
rid of them leads to an increase in the quality of fur-
ther stages of recognition.

Adding zones significantly reduces the number
of incorrect responses, and at the same time slightly
reduces the number of correct answers. In this

Table 1. Measurement without zones and with 1, 5 and 10 types of documents with zones on the MIDV-500

1 zoned doctype 5 zoned doctypes 10 zoned doctypes
No zone |SURF |BINBOOST|CNN [SURF [BINBOOST|CNN |SURF |BINBOOST|CNN
correct 0.8999 [0.9000| 0.8997 [0.9000(0.8965( 0.8874 [0.8930]0.8953( 0.8840 |0.8879
incorrect | 0.0081 | 0.0073 | 0.0077 [0.0073 [0.0059 | 0.0088 [0.0065]0.0047 ( 0.0073 |0.0052
missing | 0.0920 | 0.0927| 0.0926 |0.0927]0.0975] 0.1038 [0.1005]0.1000| 0.1088 [0.1069

Table 2. Measurement without zones and with 1, 5 and 10 types of documents with zones on the MIDV-LAIT

1 zoned doctype 5 zoned doctypes 10 zoned doctypes
No zone |SURF |BINBOOST|CNN |SURF [BINBOOST|CNN |SURF |BINBOOST|CNN
correct 0.9250 ]0.9338 | 0.9306 [0.9341(0.9553| 0.9459 [0.955910.9797( 0.9662 |0.9812
incorrect [ 0.0750 | 0.0662 [ 0.0694 |[0.0659]0.0447 | 0.0541 |0.0441]0.0203| 0.0338 ]0.0188
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regard, it is proposed to introduce zones not on all
documents, but only on those where local features
tend to be mismatched to the features of other doc-
uments.

Conclusion

This paper presents a method for validating re-
sponses from localization and identification sys-
tems, based on rejection zones that represent unique
global features of objects. The method realization
requests access to template images. The method is
based on the comparison of zone descriptors calcu-
lated on the query image and the template image. It
is shown that the method improves the quality of
document identification regardless of the zone de-
scription method used, by reducing system re-
sponses with wrong type.

This method can be used after any localization
and identification algorithm that produces a re-
sponse in the form of a document type and the posi-
tion of the document in the query image. At the
same time, it is important to note that for the method
to work, it does not require the presence of zones on
every type. It is enough to process only those that
are more likely to get confused, following empirical
or theoretical knowledge.
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MeTop BbiSIBJIEHUS JIOXKHbIX OTBETOB aJIrOPUTMOB JIOKanu3auum
M naeHTUPUKaLMM C NOMOLLLIO rNobanbHbIX 0COGEHHOCTEen

H. C. Ckopiokuna", E. A. LLlansHosa', B. B. Apnasapos"

'CmapT 3HmxuHc Cepsuc, Mocksa, Poccus
"benepanbHbIl UCCNeaoBaTenbCkmin LeHTp «MHdbopmMatrka n ynpasneHne» PAH, Mockea, Poccusi

AHHOTanms. B nanHoii pabore npeacTaBieH METO OTCEYEHNUS JIOKHBIX OTBETOB aJITOPUTMOB JIOKAJIH-
3alru 1 HAeHTH(pUKanuy Ha n300paxeHnIX. MeToa OCHOBaH Ha COMOCTABICHUH XapaKTePHBIX 0COOEH-
HOCTeH M300pakeHH, KOTOPbIE HEYCTOMYMBO MO0 HEMOIHO ONMUCHIBAIOTCS JIOKAJIbHBIMU IPU3HAKAMHU.
[Ipennaraerca BBIOENATH 30HBI M300pa’keHHUH, cOlEpXkKallie Takue OCOOCHHOCTH, PacCUUTBHIBATh UX
KOMMaKTHYIO (hopMy (IECKpUIITOP) U HCIIOIB30BaTh JIs OIICHKH BaJIMAHOCTH OTBETA alropuTMa. B pa-
0oTe jpeMoHCTpUpyeTcs paboTa anroputMa Ha npumepe ID mokymenToB. B kadectBe ocoOCHHOCTEH
paccmarpuBaeM H300paxkeHUs] TepOoB U (1aroB cTpaH, (JOHOBOE 3AIOIHEHHE U TEKCT, HPUCYIIHE
MMEHHO 3TOMY THUITy JOKyMeHTa. TecTupoBaHue mpoBeaeHo Ha Habopax maHHex MIDV-500 u MIDV-
LAIT. MIDV-500 ucriosib30BaH B Ka4€CTBE MOJOKUTEIHLHOM BEIOOPKH (PEIIKEKTOP HE TOJIKESH OTKJIO-
HATH MpaBWIbHBIE 0TBeTHI cucteMbl), MIDV-LAIT - B kauectBe HeratuBHOM BbIOOpKH. [IpoTecTupo-
BaHBI Pa3IMYHbIC METObI AECKPHUIILMH 30H. Pe3yIbTaThl SKCIIEPUMEHTA [IOKA3bIBAIOT, YTO YHCIIO JIOXK-
HBIX THUIHM3AIMA CHIIKACTCS MPH JIFOOOM CrHoco0e MecKpHIud, a JokanbHbli CNN-meckpunTop
MOKa3bIBaeT JIyUIINH pe3yaspTar. Takke MoKazaHo, YTO yBEJIWYEHHE KOJUYECTBA KJIACCOB C BBIENIEH-
HBIMH 30HaMH yiIyduiaeT GHIbTPaltIo JOXKHBIX cpabaTeiBaHMi. Ha sKcliepuMeHTaNbHBIX TaHHBIX HO-
KazaHo ynyumieHue ot ~13% npu 1 tumne ¢ 3oamu 10 4 pas npu 10 Tumnax.

KurodeBsble cj10Ba: OTKIOHEHHE KaHAWJIATOB (pEIKEKTOp), KIOUEBbIEe TOYKH, JIOKATU3aIUs, UACHTHU-
¢ukarus.
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