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Annortanms. [{enecoo6pasnocts pazpadorok CYB]] KoHCEpBaTHBHOIO THIIA C AMU30ANYECKUM OOHOBIIE-
HUEM JaHHBIX onpexensercs ocodeHHoctamMu OLAP-texnonoruii. Bonpock! co3nanusa takux CYB/I tpe-
OyI0T cepbe3HOro oOCyskaeHUs. B 3ToM 0030pe cucreMaTH3MpOBaHbl OCHOBHBIE PE3yIbTaThl HCCIIEI0Ba-
Huit HayuHo# rpymmsl Clusterix KHUTY-KAUW mo xoncepBatuBHEIM CYBJl Ha 06a3e BBIYHUCIUTEIHHBIX
kiacTepoB. Llenb IMpoOBeNCHHBIX HCCIIENOBAaHMI aKTyallbHA: pa3pabOTKa MOAXOAOB K CHHTE3y CPaBHH-
TeJIBHO (P PEKTHBHBIX 0 KPUTEPHIO «IIPOU3BOIUTEIBHOCTE/CTOMMOCTEY oTedecTBeHHBIX CYB/] xitacca
Big Data. CpaBHeHHE IPOBOAMIIOCH C JIyYIINMH 3apyOeHBIMHI OTKPBHITEIMU CHCTeMaMH. Pa3zpabaTriBae-
Mble CYB/] 10oCTyHBI K IPUMEHEHNIO OPTaHU3aLUsIM C OTPaHHYEHHBIMH (DMHAHCOBBIMH BO3MOKHOCTSIMU.
JlomkHoe BHUMaHKE ylieneHo aieMeHnTaMm teopuu kiactepHbix CYBJl koHcepBaTtuBHOro THIA. PaccMoT-
pensl: 6azoBble KoH(urypanun cucreM Clusterix, qnuaamuka Takux CYB/], apdexTsr nx camoopranuza-
UK. 32 OCHOBY HUCCJIEIOBAHHUM B35ITa METOJIOIOTHS KOHCTPYKTUBHOTO MOJEIMPOBAHHS CUCTEM.

KuroueBble cioBa: knactepusie CYB/] KoHCepBaTUBHOTO THIIA, 3JIEMEHTHI TEOPUH, 6a30BbIe KOHPUTYpa-
1Y, TUHAMHUKA TporeccoB, 3¢ dexTs camoopranmsamun, oredectBenHsle CYBJ] kimacca Big Data, cpas-

HUTETbHAS 3)()EKTHBHOCTB.
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BBepoeHue

AxtyaneHocTh pa3paborok CYBJ] xoHcepsa-
TUBHOTO TUNa (C SMU30JUYECKUM OOHOBJICHHUEM
JAHHBIX) ONpEeAessieTCs TEHICHUUSMH DPa3BUTHUS
TEXHOJIOTHH aHAIMTHYSCKOH OOpabOTKH MaHHBIX
[1,2].

Ho Bompockl TMHAMUKH NPOTEKAIOMIMX B HHUX
IIPOLIECCOB M UX 1IeJIecO00pa3HON OpraHn3aIiy BCe
eIIe HeIOCTaTOYHO M3ydeHHl. JlaHHbIN 0030p dHa-
CTHYHO BOCIIONHsIET 3TOT mpoben. OH cucremaru-
3UpyeT MHOTOJIETHHE MCCIEIOBAaHUS HAyIHOH
rpymmsl Clusterix KHUTY-KAU B obmactu kia-
crepHbIXx CYBJl KOHCEpBaTUBHOTO TUIA C PETYJIsp-
HBIM TUTaHOM [3] 00paboTku 3ampocoB. PaccMmoTpe-
HHE IIPOBOJUTCSA C MO3ULMHA KOHCTPYKTHBHOTO
Mmonenuposanus cucreM (KMC) [4].

EDN DDMDGU

Otmetum rnaBHoe B KMC. B ycnoBusx Hemnod-
HOTBI HH(POPMAIIUHX POLIECC CHHTE3a paccMaTpHBa-
€TCS C CUCTEMHBIX MMO3UIIUN B IPEATOIO0KEHUH, YTO
CHUHTE3UpPYEeMbIii OOBEKT MOJIEIHPYET IOBEICHUE
HEKOTOPOM TUIOTETUYECKON CHUCTEMBI, 3aJlaHHOU
CBOUM OIEpaTopoM HazHaueHUs. MoaenupoBaHue
CHCTEMBI TIPOBOJIUTCS B paMKaX COOTBETCTBYIOIIEH
MOJENN CHUHTEe3a, WiTu S-Moenw (S — ot Synthesis).
OHa cTpoHTCSl IBPUCTUYECKH, T.€. HEPOPMAJIBLHO.
[Iporecc KOHCTPYKTHBHOTO MOJCIMPOBAHUS HTE-
paTMBEH W TIpEAroyiaraeT CHUMOHMO3 TpeX paBHO-
nmpaBHBIX KOMITOHEHT (Puc. 1).

XapakTepHOoii 0COOCHHOCTHIO S-MOJICIN SIBJISI-
eTCsl TOCTYJNHMPOBaHWE BBISBICHHBIX B IIPOIECCE
KMC cBoticTB MHOeCTBA 3 (HEKTHBHBIX pean3a-
IUHA CHUCTEMBl KaK OCHOB TCOPUHU W MPEANOCHUIKH
pa3paboTK KOHCTPYKTUBHOTO MeToza. [locTynaTst
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Puc. 1. Npouecc KOHCTPYKTUBHOIO MOAENMPOBAHUSA CUCTEM

paccMaTpHUBAaIOTCA KakK JEKJIapHUpyeMble 3aKOHO-
MEPHOCTH, CIpaBEIJIUBbIE B MEpPY HAKOIUICHHBIX
3HaHUH U onbiTa. B cuny nmocneanero cucrema mo-
CTYJIaTOB JIOJDKHA OBITH OTKPBHITON M KOPPEKTHPO-
BaThCs C MOSABJICHUN HOBBIX 3HAHUU.

OO0ObeMbl 0a3 JaHHBIX B HecsaTKH, coTHH GB 1 00-
Jiee HepEeAKH JIJIsi OTHOCUTEIHHO HEOOIBIINX MPEJI-
MPUATAH C OTPAHUYCHHBIMH (PUHAHCOBBIMH BO3-
moxHocTaMu. Kommepueckne CYB]] oGmagaror
BBICOKOU MPOU3BOAUTENBHOCTHIO U HAJEKHOCTBIO,
HO Ype3MepHO OOJIBIIOH CTONMOCTEIO.

YauyHol anbTepHATHBOM JOPOTOCTOSALIMM Ma-
pasutensieiM CYB/] siBstrorest cBOOOIHO pactpo-
CTpaHsieMble Pa3padOTKA C OTKPBITHIM HCXOIHBIM
kozoM Hadoop [S] u Spark [6]. OHu BBICOKOITPOH3-
BOJUTEIIBHBI, XOPOIIO MacIITa0UPYIOTCS, UX Tpe-
0OoBaHUs K almaparHoii miargopme BecbMa CKpOM-
Heie. Ho 310 — 3apy0e)kHbIe CHCTEMBI.

UYroObl HE OKa3aThCsl B JOTOHSIOIIEH MO3UINY,
HOBbIe oTeuecTBeHHble CYBJ cnenyer co3naBathb
Ha Oasze mHCTpyMeHTATBHBIX CYBJl ¢ OTKPHITBIM
KOZIOM, MTOAJEPKUBAEMBIX MEXTyHAPOTHBIM COO0-
miecTBoM [7]. OToMy TpeOOBaHUIO YJOBJIETBOPSET
oTedecTBeHHAas pa3pabdbortka Postgres Pro [8]. Ho
OHa — OJTHOY3JIOBasI, a IOTOMY — HEJOCTATOYHO MPO-
nu3BonuTenbHas. LlenecooOpaszHa paszpaboTka diie-
MeHTOB TeopuH knactepHbix CYDBJ] koHcepBaTuB-
HOTO THIMA, YTO OBUIO CHENaHO BBISIBICHUEM
cBoiicTB 6a30BbIx Bepcuit CYB/] Clusterix He0O0Ib-
IIOW MPOU3BOAMUTEIBHOCTH TPU OTPaHUYEHHBIX
o0bemax maHHbBIX. Mccaegoanus mo CYB/J] knacca
Big Data pa3BuBaiuch ¢ OpueHTHPOM Ha pa3Melrie-
Hue b/l B cyMMapHO! onepaTUBHON IaMsATU UCIIOJ-
HUTEIBHBIX Y3JIOB KJIAcTepa, IOJHYIO 3arpy3Ky
nporneccopubix saaep u GPU-akceneparuro.

1. OnemMeHTbl Teopum KNacTepHbIxX
CYB/4 KkoHCepBaTUBHOIO TUNAa

Hcxoouvle nocviiku. [Ins KOHCEPBAaTHUBHBIX
CVYB/] cBoiictBenna OLAP narpyska [9], xapakre-
PHUBYIOIIASCS BRICOKUM yAEIBHBIM BECOM CIIOXKHBIX

3aIPOCOB THIIA «CEJIEKIHS (0)— MpOoeKIus (7T) — COo-
eaunenue (Q o)», @ ¢ — HEKapTOBO MPOM3BEJIEC-
HUE, ONEPUPYIONINX MHOXKECTBOM TaOIUI] ¢ 0OIIb-
UM YHCIIOM omepanuil coequnenus. I1o ycioButo
coeJMHEeHHe Bceraa ectecTBeHHoe [10].

Hocrynar 1 [11]: /[na napannensnoix CYB/]
KOHCEP8amueHO20 Muna pezyisapHulil nian oopa-
bomxu 3anpocoe (Puc. 2), aensemcs npeonoumu-
MENbHBIM.

CornacHo moCTynaTy, Kiactep KOHCEpBaTHB-
HBIX 0a3 maHHBIX BkmtodaeT: Host DBM, mporec-
copsl HIKHero /0, u BepxHero Join; ypoBHeil. O0-
niee 4ucio (U3MYECKUX MPOLECCOPOB B 0a30BBIX
cucremax Clusterix N=h+I, h=2n, n=I, 2,..
O0603Ha4MM: 71 — 9UCII0 CTPAHUI] 0a3bl JaHHBIX, P U
g=m=h—p — uucna upoueccopoB Join; u 1/O,.
Paccmotpenne OTpaHHYEHO BapHaHTaMU:
k'€ {0,%,%,1}. Bapnant k' =0 (p=0), xorna pyHk-
uwuu [0, v Join; (r = j) peaqu3yroTcs Ha OJHOM IIPO-
neccope, Ha3BaH JuHetikou. Bapuant k=1 — cum-
Mempuell.

Ectb emie tpu npouieccopa. IIpoueccop VIIP pe-
anuzyeT (QyHKIMU ymnpaBlieHHS BCEMH IPOLECCO-
pamu cuctemsl. [Iponeccop IITP nperpancnupyet
UCXOJHBIN 3ampoc K BUAY PEryJSIPHOTO JepeBa.
IMpoueccop SORT, oObeauHsieT pe3ynbTaThl Ha
MHOJKECTBE Y3JIOB, BBITIONHSET OIEpaldy arpera-
mu (SUM, AVG, MAX, MIN u 1p.) ¥ COPTHPOBKH
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Puc. 2. PerynsipHblin nnaH 06paboTky 3anpocoB
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YKa3aHHBIX pe3yJbTaTOB. Bce Tpu mpormeccopa
¢ynkumonupyrot Ha Host 9BM. Pabora Ha ypoBHe
(aiioBoOii cHCTEMBI, CHCTEMHBIX Oydepos, airo-
PUTMOB IOCTyNA K TaHHBIM, paOOTHI C HHIIEKCAMU 1
T.II. peau3yeTcs ¢ OMOIIbI0 HHCTPYMEHTAIBHOM
CYBJ MySQL. [lns obGecriedeHus yCTOHYHUBOTO
(YHKIIMOHUPOBAHUS TPOTPAMMHON CHUCTEMBI HC-
MOJIb3yeTcs OaphepHas cHHXpoHm3anws [12].

B mpororunie CYBJ] Clusterix [13] peamu3o-
BaHBI JIBA BUJIa NTapajlieIn3Ma;

1) I'opuzonmanvHulil — OCTATACTCS TTAPaJIICITh-
HO# 00pabOTKOM HECKOJBKUMU MPOIIECCOPAMU O]I-
HOT'O YPOBHS Pa3HbIX YacTed JaHHBIX. Xem-pyHK-
s, ucrnojib3oBanHas B Clusterix:

hash=((key_field] mod q) + (key_field2 mod q) +
... + (key fieldP mod q)) mod q, (1)

rae P — KonmuuecTBO mosield B IEPBUYHOM KITFOUE;
mod g — omepanus JeleHus mo Moayiro ¢g. Kax

MOKA3aJIi IKCIIEPUMEHTHI, TAaHHBIH ITOAX0]T oOectie-
YHBAET JOCTATOYHO PABHOMEPHOE pPaCIpejeNeHne
JTAHHBIX IO CTPAHUIIAM.

2) BepmukanbHolli — KOHBEHEPHBIM MEXaHU3M
00paboTku 3ampocoB. O0ycoBiIeH 00pabOTKOM 3a-
Mpoca COTNIaCHO PEryJISIPHOMY IUIaHY.

Ucxomnsiit SQL-3anmpoc monb3oBarenst TpaHC-
mupyercs B makeT MySQL-dbparmenToB s mpo-
rneccopoB IO u JOIN. B xaxaoM TakTe KOHBekHepa
COBMEIIAETCS BHIIMIOJIHEHUE TI0 OJJHOMY (hparMeHTy
Toro u Apyroro. CoBMeIIeHNe KaKk TaKOBOE MMEET
MECTO TOJIBKO JJISI apXUTEKTYPHl «CUMMETpus». B
cinydae «quHeika» mponeccsl 10 u JOIN uayt c
pasnmeneHueM BpemeHH. B Tabm 1 maHo kpaTkoe
OINHUCAHUE JICUCTBUH, BBITIOTHIEMBIX CHCTEMON Ha
Ka)K/I0M 3Tare.

Macwmabupyemocms u  npou3E0OUmMENL-
Hocmb. MoJleNTbHBIA SKCIIEPUMEHT MNPOBOJUIICA C
WCIOJB30BAaHMEM HATYpHOH Mojenu 0a30Boi

Tabn. 1. OnucaHne OeincTBU Ha KaXKaoM aTane

10 EXEC Hcnonnenue onepauuii T ¥ ¢ HaJ UICXOAHBIM oTHOLIeHHeM B/, mony4eHue npomMeKyTouHOro
- otHomeHHs R’ (coxpaHseTcs B TIaBHOI mamMsaTH mporeccopa 10).
10 HASH [IpoBenenune oneparyy XemUpoBaHUs (IeJICHHE 110 MOIYIIIO Ha Ynciio npoueccopos 10) Han
- OTHOIIEHHEM R'; 110 MO0, y9acTBYIOIEMY B COOTBETCTBYIOIIEH OTIEPALIH COEANHEHUS.
[Tepechutka gacTeil OTXEMIMPOBAHHBIX OTHOMEHHH R'; Mexxy mpoueccopamu 10 B cooTBeT-
I0_WAIT_ gy ¢ MOJTy4E€HHBIMHU Ha MPEABIIYIIEM dTalle 3HaUCHUAME XelI-(QYHKIMH 1 popMHUpoBaHue
LOAD ATOTOBBIX oTHOIIEHNH R’ Ha kaxxgom [O.
10 WAIT_ |Oxwunanue, moka Bce Moayu 1O BRITIOTHST TEKYIIYTO Oneparuio (0apbepHas CHHXPOHU3AIINS
SYNC moxyJeit 10).
IO NET IO |Ilepechiika HTOTOBBIX IPOMEXYTOUHBIX OTHOIIEHHH R'; ¢ mporieccopos 10 Ha cooTBETCTBY-
JOIN torue nporeccopst JOIN.
JOIN_creating ,
= Co3nanne MHAEKCOB /I MPOMEKYTOYHOTO OTHOIIEHHMS R'j, monmydeHHOro Ha mpeapiaymeM
INDEX before takTe padoTsl 10
JOIN p '
Brimonnenne oneparuy coeauHeHus Hag R'; 1 BpeMeHHBIM OTHOIIEHHEM Ryi. 1), TOTydeHHBIM
JOIN_EXEC
- Ha npenpiynieM Takre padots! JOIN, dopMupoBaHue BpeMEHHOTO OTHOMIEHUS Ry,
IIpoBenenne onepanyy XEMHUPOBaHUS (A€ICHUE 10 MOIYJI0 Ha uucio mporeccopos JOIN)
JOIN HASH |Hag oTHomeHHEM Ry(;) o nmoro, yuacTBYIOIIEMY B CIEAYIOLIEH oNepaluu COeANHEHUS.
JOIN_ WAIT |Ilepechiika OTXEMIMPOBaHHBIX OTHOIIEHHH Ryi) Mexxmy mpomeccopamu JOIN (mepecbuika
LOAD KOpTEXel 110 ceTH ¥ (HOPMHUPOBAHUE UTOTOBBIX OTHOIEHUH Rayi))
JOIN_ WAIT  |Oxwunanue, noka Bce Mogynu JOIN BBEIIOJIHAT TEKyIIyIo oneparuo (0apbepHasi CHHXPOHH-
SYNC 3anus Moxyiei JOIN)
JOIN_creating
INDEX after |Co3manue MHIEKCOB I CHOPMHUPOBAHHBIX OTHOIIECHHUH Raj).
JOIN
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CYBJ Clustrerix [13] Ha Tpex pa3NHYHBIX ILIaT-
¢dopmax. OCHOBHOM cpe/i HUX SIBJISIETCS BEIYUCITH-
TenpHBIA Kaactep ¢upmbl SUN u3 22 y3noB 2
Quad-core Intel Xeon E5450 CPU/1,87GHz/32GB.
Wnrepkonnekr — GigabitEthernet/Infiniband 4X
(20Gbps DDR) ¢ kommytatopamu Cisco. SAS
quckn  XRB-SS2CD-146G10KZ ¢ mpomyckHOH
cniocobnoctso 300 MB/s.

MBI CTPEeMWINCH BBISIBUTH HEKOTOpPBHIE OOIIHE
3aKOHOMEPHOCTH MoBeAeHus kinactepHblx CYB]]
MIpH M3MEHEHUHN YHCIa y3J10B U 00beMOB 0a3 JaH-
HBIX JJIS1 CIly4aeB OJHO- W JBYXIIPOILIECCOPHBIX
(SMP) y3710B. B KauecTBe MmpecTaBUTENBCKOTO Te-
cra (I1T) B3saT orpanmuennslii Tect TPC-H u3 14 3a-
MIPOCOB, HE COACPIKAIIIIX ONIEPAIIHIA 3aMTUCH. 3a KPH-
Tepull  3QPEKTUBHOCTH TPHUHITO OTHOIICHHUE
«TIPOU3BOJIUTEIBHOCTE/CTOUMOCTD.

[To pesynmpraTam pabot [13-16], chopmymupo-
BaH IMOCTYyJAaT 2.

Hocryanar 2. [na knacmepog koHcepsamusHuix
0a3 OaHHvIX 8ce20a Cywecmayem epaHuyHoe YUcio
cmpanuy (wucio npoyeccopos 10) m=mg, Komo-
poMy omeeuaem MAKCUMYM HPOU3800UmeIbHOCHu
Ha deticmgytowgem IIT. Dmo uucno 3asucum om uc-
noav3yemot niameopmoi, cxemvl B/, nomoka 3a-
npocoe u, npu neusmennwvix IIT u cxemwr B/ pac-
mem ¢ ygenuuenuem oovema Vi Ipu pabome na
epanu  macwmabupyemocmu  3¢hgpexmuenocme
MAKCUMATLHA HA «TUHEUKe).

Bonpocsl nuHamMHueckoil MepecTpodKH apXu-
TEKTypbl KJacTepa paccMOTpeHBl B pabotax [15,
16]. Ha Puc. 3 npuBenen rpaduk n3MeHeHUs Bpe-
menu BeinonHenus [1T (cek.) ¢ poctoM uncia pabo-
qux 2-mporeccopHblx SMP-y310B «mMHEHKN» B
ciaydae Viy =5,4GB. BumuMmerii mopor macmradu-
pyemoctu mg = hg = 7-8.
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Puc. 3. SUN-knactep, V;;=5,4GB.
KoHpurypaums «nuHenka»

Hanmnume nByx mporeccopoB B y3ie MO3BOJSET
MOBBICUTH MacIITabUPyeMOCTb M OBICTPOJEHCTBHIE
CHCTEMBI Ha IT'PaHULe MacIITaOUpyeMOoCTH. DTO J0-
CTHTaeTCsl YCTAaHOBKOM Ha Kakablii SMP-y3en nByx
cepBepoB MySQL. OauH U3 HUX CBSI3aH C MPOIIEC-
camu 10, apyro#t — ¢ npoueccamu Join [17]. s
CPaBHEHMS apXUTEKTYp «IMHEHKa» U «HOBasl CUM-
METpHS» TIpoBeleHa 00paboTka KOHKATCHAIMH
Tpex nepectanoBok [IT. I[lonyueHHble pe3ynbTaThl
npejcTaBiieHsl Ha Puc. 4, a.

[Ipu ucronb30BaHUU B KJacTepe C apXUTEKTY-
poii «JMHeWKa» 2-TIPOLECCOPHBIX Y3JI0B C OJAHUM
cepsepoM MySQL oauH U3 nporeccopoB 0cTaeTCst
MPAaKTHYECKH He3arpyXKeHHbIM. Yucio WMcmomHu-
TEJBHBIX y3JI0B «JIMHEWKI» MOKHO yABOUTH yCTa-
HOBKOW Ha KaXXJbld pabounii y3enm Kiactepa JABYX
cepepoB MySQL u peanuzaiueit Ha KaxXJ0M €ro
nporeccope mapsl (I0-JOIN) — 1.H. KoHpHUTYparHst
«coemeuernnasn auretikay [18]. Ona ynyumaer 6a-
JIAHCUPOBKY Harpy3ku Mexzy npoueccopamu. Ha
Puc. 4, b npuBeeHb MoMy4YeHHBIE IS Hee TpauKH
T(h) (cnomnast nunaus — ceth Gigabit Ethernet,
nyHktup — Infiniband) [18]. CpaBHenue rpaduxos
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Puc. 4. SUN-knactep, Vi, = 5,4GB: a) KoHkaTteHauus 3-x nepectaHoBok [1T; b) «CoBmeLLeHHas nuHenka»
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Puc. 3 u 4, b moka3sIBaet, umo nepexod om «iu-
HEUKU» K «COBMeUeHHOl TUHellKe» oaem pocm 3¢-
gexmuernocmu 6 2 pasa.

3HaUHTETHLHOE TIOBBIMICHHE S(PGEKTHBHOCTH
koHcepBatuBHOW CVYBJ/l Ha KimacTepHO#l TUIaT-
(dhopme, 4KCIIO y3JI0B KOTOPO# /# KPaTHO MPEBbIIIAET
hg, TOCTUTAeTCs MEPEX0JJOM K MYJIbTUKIACTEPU3a-
1y (OTMH MOIIHBIN y3eJ Ha KaXkabpIi 3ampoc) [17].
MoluHsbI y3en peanu3yercss Kak MOHOKJIAcTep, pa-
Ooraromumii Ha TpaHu Macirabupyemoct. Ha on-
HOM KJIaCTE€pe pealin3yeTcsi MHOXKECTBO OJIHOBpE-
menHo ¢Qynkmmonupytommx CYB/ Clusterix c
permMKanyei Mexxy HIMH KOHCEPBaTUBHOHN 0a3bl
TMaHHBIX. 711 apXUTEKTyp «IHMHEHKa» JTN00 «HOBas
cumMetpusi» Ha mardgopme SUN-kiactepa mpu
Ver= 5,4GB nabmrogaicst pocT MpOU3BOAUTEIHHO-
CTH TIO CPAaBHEHHIO C OJTHOKJIACTEPHOM CHCTEMOM B
2 u 3 paza COOTBETCTBEHHO.

Dppexmovt  camoopeanuzayuu. KiacrepHas
CYB/l — cnoxHas nuccunatuBHas cuctema [19]. B
JTAHHOM CITydae POJIb «TPEHHSD UTPAIOT KOJUIM3HUU
B CETH, JATEHTHOCTh, HEPABHOMEPHOE paciperere-
HUE Harpy3ok o mporeccopaMm u ap. Ho cyme-
CTBYeT WU «OTPHIIATEIBHOE TpPEHUEe» — H00aBKU
B CHCTEMY HOBBIX y3710B. OHM TOBBIIMIAIOT MPOU3BO-
JTUTENBHOCTh CHCTEMBI, MOKa pPOCT MPOTHBOJIEH-
cTBUs He nomunHupyert. IIponeccsl B /0, u Join, ¢
POCTOM /1 YCIOXKHSIOTCS.

OOpatumess Kk ucciepoBanusiMm  Ha SUN-
knacrepe [20]. UccnepoBanack AMHAMHKA «IH-
Helikny npu Viy =5,4GB. Pa3paborannas u3mepu-
TeNbHas MojcucTeMa (GUKCHpOBaia 00bEMBI paboT
Ha OTAENBHBIX JTamax oO0paboTKH. YCpemaHEHHbIE
rpaduku u3MeHeHHs 00beMOB PabOT Ha MHOXKECTBE
5 mepectaHoBok 3amnpocoB IIT, cyMMapHBIX U 1O
OTJICTIbHBIM ATaram, mokaszansl Ha Puc. 5.

3a 00BeM paboT OBUTIO MPHHATO YHCIIO 3KBHUBA-
JICHTHBIX CKaJSIPHBIX ONEpaluid JUIUTEIbHOCThIO 1
cexkyHna kaxmas. [lpu A>10 obvem paboT pesko
HapacTaeT. 3aMedaeM, 9To TpH 4 > /g BBICOK YACIhb-
HBII BEC OoNepalnii, Tak WM MHAYE CBA3AHHBIX C Ce-
TEeBBIMU Tepenadamu. [lo aHanoruu ¢ BIMSHUEM
«OTIOCPEIOBAaHHBIX CHJI TPEHUS» B (DU3MKO-XHMU-
YECKUX CUCTEMAaxX BBOJIUTCS

Hocrtyaar 3. Pe3xoe napacmanue 06vemos pa-
bom npu dobasrenuu 6ce2o auuib 1 y3na K yaice ume-
rowumces 10 o3navaem nepexod Kiacmepa ¢ mouke
ougyprayuu kK HOBoMy pedcumy pabomol.

2. Pazeutue cucrtemsl Clusterix-N

Pewaeman 3adaua. 3anayeii JaHHOTO pazieia
ABJISIETCS. aHAIN3 BO3MOXKHOCTEH pean3aliu 3KOo-
HOMMYHBIX KOHCepBaTUBHBIX CYBJl MOBBIIEHHBIX
00BEMOB, CPAaBHUMBIX 110 3PPEKTUBHOCTH C CHCTe-
Mo#t Spark mpu o6paboTke TToTOKa 3ampocoB K bJ]
o0wvemoM B cotHr GB 1 6osee Ha cpaBHUTETHHO HE-
JOPOTHX KJIACTEPHBIX MIAaTPOpPMax C MCHOIb30Ba-
HHEM pEryJIsIpHOrO IUIaHa OOPabOTKH 3alpoOCOB,
npumeHnennem cpeactB MySQL u  GPU-
aKcenepaTopoB Ha MCIIOJHUTENBHOM YpoBHE. Post-
greSQL sBnsieTcs Ooniee COBEPLICHHONW OTKPBHITOM
CVYB/I B cpaBHeHuu ¢ MySQL u aKTUBHO MO3HUIIH-
onmpyercss Ha Tepputopun Poccum [7, 8]. Ho
MySQL mo3BossieT HCHONIB30BaTh pa3iMyHbIC
«IBIDKKI 1 UMEET CUCTEMY paciupennii [21]. Otr
0COOCHHOCTH YTPOIIAIOT M YCKOPSIIOT pa3paboTKy.

CornacHo TpeOOBaHUSAM SKOHOMHUYHOCTH BCE
MCCIIeIOBATENICKUE HKCIIEPUMEHTH! OBUIM TpOBe-
nensl Ha tuiatgopme GPU-kmactepa, cocrosiero
u3 7 y3noB. [lapamerpsl y3710B: 2 six-core E5-2640
CPU/2,5 GHz/DDR3 128GB; 2x GPU Tesla C-

Puc. 5. O6bembl paboT Ha knacTepe: a) — CyMMapHbIii; b) — No oTaenbHbIM 3Tanam
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2075/1,15GHz/GDDRS 6GB (va Mgm GPU orcyT-
cTByI0T). lnckoBas nmoacucrema y3na — RAID 10 u3
4 WD1000 DHTZ/ 1TB cymmapHbeiM 00beMOM (32
BEIYETOM «3epkaia») 2 TB. Onepanmonnas cu-
crema — Windows Server 2012 R2. IHTepKOHHEKT
Mexay y3namu — GigabitEthernet ¢ 24-mopToBbIM
kommyTaropoM SSE G24-TG4. O6wvemsr B — 120
GB. Ilpencrasurensckuit Tect (I1T) — koHKaTeHA-
st 6 nepecranoBok TPC-H Throughput Test 6e3
OTIepaLuil 3aIUCH.

B skcnepumente co Spark B/l Oputa mpemcras-
JIeHa B BUJIEC CTPYKTYPHUPOBAHHBIX TEKCTOBBIX (haii-
JIOB M PaBHOMEPHO pacipezesieHa Mo 6 HUCIOIHU-
TeJbHBIM ~ y37maM. JlocTynm K JaHHBIM  ObLI
peanuzoBa ¢ nmomoursio Hadoop (HDFS). banan-
CHpOBKa HAarpy3Kd MpPOM3BOAMIACE MOIYJIEM
YARN, Taxke BxoasamuM B coctaB Hadoop. O6pa-
00TKa 3aImpoCcoB BHITIONHAIACH Spark B KOHpHUTYpa-
un «worker Ha s;ipo» (utoro 6x12=72 worker'a Ha
kiacrep). 3a pabory ¢ SQL-3ampocamu oTBeuano
pacmmpenue Spark spark-sql.

CpaBHUTENbHAS OICHKA MPOU3BOIUTEIBHOCTH
Clusterix-nmonoOHBIX apxuTekTyp U Spark mpoBoau-
Jach 1O JBYM HOKazaTesisiM: 1) cyMMapHOe BpeMms
00paboTKH makeTa 3anpocoB 7 2) BpeMs 3aJepKKU
t:0 IUTA KQKIOTO 3apoca OT MOMEHTa €ro MOCTYI-
JICHUS! B CUCTEMY 10 MOMEHTA OTIIPABKH OTBETA 59
= togpt Looco- 3MECH: o6, — BPEMS 00pAOOTKH 3ampoca
CEPBEPOM, foxc0 — BPEMSI IIPOCTOS 3aIIPOCa B OUEpeIH
3arpocoB cepsepa. [lomydyeHHbIe JaHHBIE UCIIOJb-
3YIOTCSI 711 IIOZICYeTa MaTEeMAaTHUECKOTI'O O>KUAaHUS

M(t,;) = (TRo1t;.)/n w  cpenHexsanpaTuye-

ckoro oTkinoHeHus o(t,,) = \/M[ts'q - M(tgg)]za

k — momep 3ampoca IIT, n — gncio 3ampocos B I1T.
[Tockosbky 3HaueHuss M U ¢ HEMaJOBaXXHBI JJIA
MOJIL30BATEIlS, TO CpaBHUTEIbHAs 3PPEKTUBHOCTH
Clusterix-momo0HBIX CHCTEM OIpEIeIsIeTCsS Kak
koprex <AT,AM,Ac>, tne AT = Ts,/Tci, AM =
Msp/Mc[ , Ao = O'sp/O' cl (Sp — Spark. Cl- Clusterix).

Tunosas apxumexmypa penayuonnou CYB/
o CtoyHOpeiikepy n Xenepcrelny [22] BKIO9aeT
5 KOMIIOHEHTOB: 1) MeHelkep KOMMYHMKAIUH C
KITUEHTOM; 2) MEHEJ[KEp YIIPaBIICHUS MPOIIECCaMu;
3) MeHeIkep YIpaBJiICHHUS TpaH3aKIusIMu, 4) 00-
€ KOMIOHEHTHl M YTHIUTHI; 5) peTsIMOHHBIN
npoueccop. MySQL sBisercss camogocTaTOYHON
CVYB/I u cooTBeTcTBYeET TUMOBOM apxutekType. Ho
BCE ee KOMIIOHEHTH OPHEHTHPOBAaHBI Ha paboTy ¢

omauM ToToKOoM. [ToaToMy m3 MySQL wucmonb3o-
BaH TOJBKO PEISIUOHHBIN mpoueccop. Kowmmo-
HeHTH! (1-4) pa3pabaThIBaIUCh OTIEIBHO IS KaXkK-
noit Bepcun Clusterix-mogoousix CYB/I. 3aBenomo
HEHM3BECTHO, KaK IMOBEJIET ce0sl crcTeMa IPH OPHEH-
TauM Ha mpoueccopHsle sapa u  GPU-
akcenepaluio B ciydae pasmenieHus bl B onepa-
THBHOU mamsATH mporieccopos I/O. IToaromy peanu-
30BaH MOJHEIM mporecc uepapxudeckoro (1S) mo-
neaupoBaHus [4].

Mocryaar 4 [23]. Pewenue nocmasienHotl 3a-
Ooauu oonxcna obecnewums 26omoyusi Clusterix-
noooouvix CYB/] om nauanvrou pearuzayuu npun-
Yunos cUubPUOHOU MeXHON02UU (CM. HUdICE NPUHS-
moe HauanvHoe cocmosiuue 1S-wodenu).

Cocmosnue IS-Monenu — 3TO COBOKYITHOCTB
B3aUMOJICUCTBYIOIIKX MPOrpaMMHBIX Moayiel. Yx
MOJTHAS TTporpaMMHas pa3padoTKa Ha3BaHA HOJHbIM
cocmosiHuem. OT TIPOCTPAHCTBA TOJHBIX COCTOS-
HUW MOXHO NEPEUTU K NPOCMPAncmey napamem-
pos. Ilon mapaMeTpoM OHUMAETCS CpeTHEe BpeMs
00paboTku oxHoro 3ampoca 1T Ha Tom win MHOM
arane: select-project, join, sort, TMAHAMUYECKAs Cer-
MEHTAIHs OTHOIICHHA, UX WHICKCAIHUS, CETEBON U
np. st 3aganHON TIaTGOPMBI CYIIIECTBYET OJTHO-
3HAYHOE OTOOpaKeHHE MPOCTPAHCTBA MOJHBIX CO-
CTOSIHUH B MPOCTPaHCTBO IapamerpoB. [lo aHano-
THHU C IPUHSTHIM B CUHEPIreTHKE [24], s KaXka0ro
MOJTHOTO  COCTOSIHMS ~ BBIACISIETCA — «napamemp
nopsiOKay, CHIDKEHHE BIUSHHSI KOTOPOTO Ha MPOU3-
BOJIUTEIBHOCTh CHCTEMBI OMpEAEINsAeT TepeXOabl
MEXJy COCTOSHUSIMH-UTEpalusiMu. B KkaudecTBe
TaKOBOI'O IIPUHST BPEMEHHOM apaMeTp, UMEIOLIUI
MaKCHMaJIbHOE 3HAa4YeHHE IS JTAHHOTO TIOJIHOTO
coctostHus [23].

B Tabn. 2 moka3aHo U3MEHEHHE BPEMEHHBIX I1a-
paMeTpoB CUCTEMBI HA MHOYKECTBE PACCMOTPEHHBIX
urepanuii [25, 26]. Ux ¢popMupoBanue umaractcs
najgee B Mepy, MpUHATON myisa o63opa. OHO 1e-
TaJlbHO paccMOTpeHO B [26-29]. Bce paspaborku
MPOTPAaMMHOM CUCTEMBI TTOMENIEHbI B OTKPBITHIN
JIOCTYTI [26] 1 MOTYT OBITH MCITOJIB30BaHBI 3aWHTE-
PECOBaHHBIMU OPTaHU3AIIUSIMHU.

Xapaxmepucmuka HauwanbHozo cocmosnus. B
nepBbIX Clusterix-moqo0HBIX cUCTeMax It yCKope-
HUSI ONepayii join OBUIO WCIIONB30BAHO TWHAMHUYE-
CKO€ CErMEHTHUPOBaHHE MPOMEKYTOUYHBIX U BPEMEH-
HBIX OTHOIIICHUH 110 Mepe (hOPMHUPOBAHNS OTAEIHEHBIX
3anmceit R;' v Rp;. OHO 3aHUMAJIO TO0CTaTOYHO MHOTO
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Tabn. 2. CpenHee Bpems BbinonHeHust onepauuii B Clusterix-N gns utepaumin 1 - 5

Urep. 1, cex | Urep. 2, cex | Urep. 3, cex | Utep. 4, cex | Utep. 5, cek
Iepenaua naHHBIX 569,77 190,34 133,62 106,12 116,17
VY nanenue otHomeHui R;', Ry; 375,27 308,17 180,03 140,91 41,06
ITonroToBka K 3arpysKe 18,90 18,19 22,40 24,15 25,29
XemmpoBaHUe TaHHBIX 177,03 148,93 93,61 56,43 56,14
3arpyska qanHeIX B MySQL 466,64 562,10 447,28 164,01 85,18
Brmoxaenune «joiny 186,09 122,43 89,09 54,77 26,76
Brmonaenue «select-projecty 522,73 685,37 159,86 55,40 59,93
Brinmonnenue «sorty 162,61 164,00 178,42 42,90 43,41

BPEMEHH M C POCTOM 4YHCJa Y3JIOB MOIJIO NPHBO-
IIATH K c00siM B paboTe cucteMsl. B padote [25] mo-
Ka3aHoO, YTO TOBBICUTh IPOM3BOJUTEIHHOCTH
MOXHO nepexoqoM Kk apxutekrype Clusterix-N (N
— ot New) myTeM pa3zaesieHus KjacTepa Ha ABe pas-
ymanble gacTi — 670ku 1O 1 JOIN — ¢ HezaBucumon
Bapualyell Yucia MHOTOSICPHBIX Y3JI0B B KaXKI0M
6noxke. [Ipu 3Tom uncio npoueccopos JOIN (dpusu-
YECKUX WM BHUPTY&JIbHBIX) BCErAa HE MEHbIIE
yucia mpoueccopos 10.

baza maHHBIX XemMpoBantach Ha YPOBHE Y3JIOB
10. B Hux peanuzoBaHa cTpaTerus «OTHOIICHUE Ha
aapo». Ha ypoBue y3moB Join wucmons3oBamach
CTpaTerus «3arpoc Ha sipo» (peann3yeMocTh Ta-
KoH cTpaTeruu cpeactsamMmu MySQL moka3ana B pa-
6otax [27, 30]), 4TO MO3BOIMIO UCKIIOUYHUTH JAUHA-
MHUYECKYIO CerMeHTanuto. JletanbpHas nporpaMMHast
pa3paboTKa HAYaILHOTO COCTOSHUS [26] To3BONMIIA
CO371aTh CBOEOOPa3HbIE «MOIYJIM-3arOTOBKIY, KOTO-
pble B JalbHEHIIEM MOIU(PUIMPOBAIUCE ISl Kax-
Jgoro HoBoro cocrosHus. OxHako 3¢@eKTHBHOCTD
HA4yaJIbHOTO COCTOSIHUSI OKa3aJlach CyYIIECTBEHHO
HIwke, yeM y Spark. Kpome Toro, yxe mpu Vi <
100GB 6omnbioi cymmapHbiii 00beM MPOMEKYTOY-
HBIX OTHOILEHUI MO HEKOTOPBIM 3ampocaM TecTa
TPC-H npuBommi K meperpy3ke OmepaTuBHOW TMa-
MmsaTH y3108B JOIN.

Ilepsaa umepayus. Hanexnas pabora ¢ BJ]
OoNBIIIX 00BEMOB TPEOYET WCITOIB30BAHUS CTpa-
TErMH «MHOXECTBO AJIEp B KaXI0M OJIOKE Ha OJTHO
otHomeHue». OHa BOCCTaHOBJIEHA B IIEPBOI HTEpa-
mun Clusterix-N [28, 29], #Ho (B oTyimune ot Clus-
terix) ¢ mepedaueill MONyYEHHBIX B pE3yiIbTaTe
JTUHAMMYECKOM  CerMeHTaluu  IpPOMEXyTOod-
HBIX/BPEMEHHBIX OTHOIIECHUH CETMEHTOB B LIETIOM.
XemupoBanue ocymiectisier moaysib HASH nHa
BeIIeNieHHOM y3ie ¢ GPU-yckopuremnsimu, pacmpe-
Jensisi AaHHBIe 1O BCEM IPOLIECCOPHBIM sApam
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ypoBHs JOIN. XemupoBaHue BBIOIHAETCS C HC-
MOJIb30BaHUEM anroputMa neieHus (1). Pesyiastar
XCIIUPOBaHUs TIOMeIIaeTcss B 0ydep OTHpaBKu 1O
sanpaM (Ut Kaxaoro sapa B y3max JOIN momyns
HASH dopmupyer 0ydep B cBoeli mamsaru). OT-
MIpaBKa JAHHBIX IPOUCXOANT 110 TOTOBHOCTH OIlepa-
UM XCITHPOBAHMUSL.

B pesynbrare BHECEHHBIX HM3MEHEHHMH IIpO-
rpamma Clusterix-N Tenepb COCTOUT U3 5 MOIYJICH:
MGM (moxyne ynpasnenus), 10, JOIN, HASH,
SORT. Kaxk u panee, b]l pacnpenenena no ysnam
I10. Moaynmu IO u JOIN peanusyroT cTpaTeruio
«Tpymma y3JI0B Ha OTHOIIEHUE». APXUTEKTypa 3TOi
UTEpalru U ee AITOPUTMHYECKIE OCOOCHHOCTH Jie-
TaTbHO paccMOTpeHsl B padote [29]. Kondurypa-
U KJacTepa MpH MPOBEJCHUH dKCIIEPUMEHTa Ta-
koBa: 2 y3na 1O, 3 y3na JOIN, 1 yzen HASH u 1
yzen MGM, coBmemaromuii mogyiu MGM u
SORT. Ho u tenepr Clusterix-N ocraercss HEKOH-
KYpEHTOCIIOCOOHOH. Pe3yibTaTsl 3KCIEPUMEHTOB
st Bpemern oopabotku [IT: Clusterix-N — 19,7
gac; Spark — 4,5 gac. OHH SBHO HE B IIOJIB3Y
Clusterix-N. Ilapamerp mnopsaka — BpEeMEHHOM
BKJIAJ] C€mes0o20 ypOGH:i.

Bmopas umepayus. OcHOBHas U, TOJIOKEH-
Has B €€ OCHOBY, COCTOUT B PeajM3aliy ONepauit
JUHAMUYECKOTO CETMEHTHPOBAHUS MPOMEXKYTOU-
HBIX/BPEMEHHBIX OTHOLIEHUH B Monyiisix 10 u JOIN
C mepenadell XEHMIMPOBAaHHBIX AAHHBIX HANPAMYIO
MEXJy MCHOJIHUTENBHBIMU y3laMH, MUHYss MGM
(Puc. 6).

Monyns 1O BeIMOTHSET omeparuio select-pro-
ject 1u1d OHOTO OTHOIIIEHUS MapajieIbHO Ha MHO-
JKECTBE TOCTYMHBIX MPOLECCOPHBIX AJEp C MOIyde-
HUeM Habopa OIOKOB pe3ynbTaTa. OTH OJIOKH
MOJBEPraloTCsl XCHIMPOBAHUIO C YCKOPEHHEM Ha
GPU [28] u nepenarotcs cpa3y B ONpeiciCHHbIE
y31bl JOIN. Moayne JOIN nmomHOCTEIO IOBTOpSET
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Puc. 6. Bsanmopgerictene nporpamMmmHblix mogynen Clusterix-N, nrepauus 2

aJTOPHUTM €ro padoTHI B IepBOit ureparm. OTandane
3aKITI0YaeTCs JIUIIb B 00paboTKe pe3ybTara join. Te-
nepb oH xemmpyercs Ha GPU u nepenaercst B y3bl
JOIN (151 BEITOJTHEHUSI CIEAYIOIIEH OTepaIu join)
i SORT c coBmelieHrneM onepaiuii aHaJIOrHyHO
10. Monyns SORT wucrosnb3yer cTpaTertio «3ampoc
Ha siipo» U nepenaet pesynsraTr B MGM. EquncTeen-
HOE M3MEHEHHE B ero paboTe — 3TO MONydeHUe JTaH-
HBIX 0T y3110B JOIN, a e n3 MGM.
OKCHepyMeHTaIbHOE KCCIIeIOBaHNE HOBOW Bep-
cun Clusterix-N TIpou3BOIIIIOCE B KOH(PHUTYpaIiu
GPU-xmactepa (Puc. 7): 2 y3ma 10, 4 y3na JOIN, 1
y3en MGM. BJl pacnpenenena no y3nam 10. Bpems
Triepeiad 1o CeTH YMEHBIIWIOCh ~ B 3 pa3a, oreparun
join yckopuiuch ~ B 1,5 paza. Ho BpeMsi BbITTOJIHEHUS
IIT cocraBmio 14,5 gaca, T.€. TOBOPUTH O BO3MOKHOM

KOHKypeHIMu co Spark mo-mpexHeMy HE Mpuxo-
qurcs. [Tapamerp mopsiaka Juist UTepanin 2 — BpeMst
BBITIOJIHEHHS OTepalnii Ha ypoBHe select-project.

Tpembs umepayusa. J{ns ycKOpeHUS 3THX OI
eparii Hago yYMEHBINTh 00beM JaHHBIX, 00pada-
TBIBAEMBIX B OJJHOM Yy3JI€, YTO TpeOyeT yBEINUCHHS
qrcia y3JoB Kaxaoro Onoka. HyxHoro addekra
MO>XHO TOOWTHCSI BO3BPATOM K KOH(MUTYpAITUN «HO-
Basi cUMMeTpus». J{iist aToro Tpebyercst HacTporka
1) KonuYecTBa 3aHUMAEMBIX MPOIECCOPHBIX SED,
2) ISt CBSI3BIBAHHUSA KaXKIOTO MOZYJS CO «CBOHWM»
GPU-yckopurenem. Temepb Isi OJHOTO MOITYJIS
BIIOJIHE JIOCTaTOYHO OJHOTO Yyckopurtens. Hosoe
pactipenenenue ys3noB GPU-knacrepa (Puc. 8): 6
y3soB ¢ moayisimu IO u JOIN, 1 yzen MGM, cos-
merarontuii mogyin MGM u SORT.
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Puc. 7. KoHdurypaumsa nporpammHbix moaynei Clusterix-N, utepaumsa 2
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Puc. 8. KoHdpurypaums nporpammHbix moayneii Clusterix-N B utepauun 3
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Kaxxmomy momymo BeieseH oqua CPU (6 simep) n
omua GPU-yckoputens. Ha MCTIOMHUTEIBHBIX y371ax
¢ynkumonupyet cpasy ase CYBJl MySQL: oxna —
s 10, npyrasa — i JOIN. Camoit niurenbHOM orie-
parmeii ocranack 3aepyska danuvix 6 MySQL — «ma-
paMeTp MopsiIKay JUIs TpeThel UTepanum.

Yemeepmas umepauus. 3arpy3ka JaHHBIX B
MySQL nmna moxyneit JOIN yckopeHa yBenude-
HUEM 4YHCIa s/Iep, HAa KOTOPBIX pealn3yloTcs 3TH
Moxynd. B kaxxoMm y3ie urepanuu 3 mpoiieccop, Ha
KOTOpOM peanu3oBaH MoayJsib [0, mpocranBaer
MPOAOJKUTENbHOE BpeMsa. Bo3BpaT k apxuTekType
«COBMEIIIEHHAs JIMHEHKa» UCKIIIOYAeT 3TH MPOCTOU
CO 3HAYHTEJIHHBIM YCKOpEHHEM 3arpy3ku. B kax-
JIOM y3j1€ ucrnoib3yercs mo onunomy GPU s xe-
HIMPOBAHHS PE3yJbTaToB paboTel mMoxayneit 10 u
JOIN. DOddexruBHOCT, HTEpauuu 4 AONONHU-
TEJIbHO TMOBBIIIEHA, BO-TIEPBBIX, NepexoioM B 10 ot
xemmposanus b/ 1o y31aM K XeIUPOBAHMIO 110 S1-
paMm. DTO 3HAYUTENHLHO YCKOpWIO select-project.
Bo-BTOpBIX, — TIepexo1oM Ha OoJlee COBEPIICHHYIO
Bepcuio MySQL 8.0. Ho x mpexxHemy «mapaMmerpy
nopsiika» A00aBUIIOCH yOaieHue ompabomanHuix
omuowenuii R;', Re; (Tabm. 2).

Ilamasn umepayusa. B [21] ckazaHo, 9To yIs
nemwkka MEMORY cepsepa MySQL Gnoxuposka
MIPOU3BOANTCS HA YPOBHE TAOJHUII: MPH BHIMOJHE-
HUW OTlepanuii I3MEHEHUs TaHHbBIX (insert, update,
delete, alter n np.) 3amperaeTcs JOCTYII K TaOIHIIe
IUIOTh JI0 3aBepUICHHWsS Ha3BAaHHBIX OIEPAIIHU.

JeranbHblil aHANU3 UCXOAHBIX KOJOB IIOMOT yCTa-
HOBHTB, YTO OJIOKMPOBKa OJIHOW TaONHUIBI BBI3bI-
BaeT OJIOKUPOBKY Beeil mamsatu nsmxka MEMORY
B paMKaX OJHOTO mporiecca. OOOWTH 3TO OorpaHude-
HHE MOXXHO 3aIlyCKOM HECKOJBKHX JK3EMIUIIPOB
MySQL B xommuectse sinep CPU.

Pabota co muoxxectBom MySQL Tpebyer Haia-
kuBaHUs MHOXecTBa cBszel  Clusterix-N <
MySQL, xoHTpons pacnpeneneHus IaHHBIX pe-
3yJbTaTa XCIUPOBAHUS U THPAKUPOBAHUS 3aIIPO-
COB BO MHOeCTBe noJikioueHHbIx MySQL. B skc-
MEepUMEHTe JUId HUTEepaluu 5 Ha KaKIOM Yy3Je
3amyckanock 13 cepsepoB MySQL: 1 — nns 10, 12
— nasa JOIN. MySQL mist 1O ucnonb3yer JBHXOK
InnoDB, y KOTOpPOro HET yKa3aHHbIX paHee Ipo-
onem. Cxema PKCIiepuMEHTa MokKa3aHa Ha Puc. 9.
CpaBuenue > dekTuBHOCTEH nTepaunu 5 u Spark
nmaHo B Tabm. 3.

3. Bo3BpaT Kk npee
MyNbTUKJIaCTEpU3aLmn

[lpu opueHTalMKM Ha WCIOJIL30BAHUE CPABHU-
TEJBHO HEIOPOTUX BBIYMCIUTEIBHBIX KJIACTEPOB B
cnyuae Big Data 4uciio HCIOMHHUTENBHBIX Y3II0B
kimacrepa i << hg. W Bce ke TOHATHE MOITHOTO
y3J1a MOKHO acCOIIMUPOBATH C €0 MHOTOSICPHO-
CThIO JIaXke Ipu paboTe BAAIU OT IPaHU MacITaOu-
pyemoctu. [Ipu 3TOM MOXKHO 1O HHOMY (B CpaBHe-
Huu ¢ Clusterix-N) nmogoiitu k moctpoeruio CYB/]

Cetb G iﬁabit Ethemet

o s e i

Node 6
3 3

w 12x

|-

i

2x CPU
12 apep

JOIN

yne

SORT

GPU ROUTER

Puc. 9. Cxema akcnepmumeHTa

Tabn. 3. CpaBHeHuve no T, M n ¢ utepaumn 5 n Spark, V;,= 120 GB

Ureparus 5 (1.5), MuH. Spark (S), mun. OtHomenue u.5/S
T 276 261 1,06
M 4,8 3,1 1,54
o 4,5 0,9 4,78
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KOHcepBaTUBHOTO THmna. CaMOoCTOsATENbHOE MIpUMe-
Heane MySQL mociieqHux Bepcuil TIO3BOJISIET TTOJI-
HOCTBIO MCHOJIB30BaTh PECYPChl MHOTOSIIEPHBIX Y3-
JIOB (cTparerus «siAapo Ha 3ampoc»). B pabdore [27]
ynanoch obecrieunts 100% 3arpy3ky Bcex siiep npu
cnennanbHoil HacTpoiike MySQL 5.6 (TexHomnorus
PerformSys no tepmunonoruu [30]). Konguryparms
AKCIIEPUMEHTATIHFHOTO TTOJIMToHa it PerformSys Ha
npexHel margopme nokasana Ha Puc. 10. Pacmpe-
nenenne y3noB GPU-knactepa: 6 y3/0B HCHOJHU-
TETBHBIX U 1 y3el ynpaBistouuii.

VYrpasisitonuid y3en BbIIONHSET QYHKIUU PO-
yTepu3allui ¥ BeJeHUs odepeau 3ampocoB. Kax-
JTBIA MCTIOTHUTENBHBINA Y3€II BKITIOYaeT B ceOs coo-
cTBeHHO Moayibs cepBepa PerformSys n CYB/]
MySQL ¢ monnoi#t xonueit bBJ] Ha kaxmom ys3ie.
PerformSys ucnonb3yer cTpaTeruio «sIApo Ha 3a-
npocy. [loaTomy B cucTemMe MOTyT IapaiensHo 00-
pabateiBathea 72 3ampoca (6 y3moB mo 12 saep B
y3ne garot 72 aapa). Kak Tonpko odepenHoi 3ampoc
BBINIOJIHEH, Ha €r0 MECTO OTIPAaBJIETCS HOBBII,
BILIOTH J0 MCUEPIAHUS OYepenr Ha YIIPaBIIAIONIEM
y3ne. TpeOyercs HekoTopas HacTpoiika cepBepa
MySQL. Pa3paGorka nporpaMMHON CHCTEMBI
PerformSys momeriena B OTKpBITHIH goctym [31].

CpaBHUTENBHBIE pe3yabTaThl BbimonHeHus [1T
Ha TpexHel tuardopme s nByx bl oO0pemom
Vir=60wu Vgy= 120 GB npencrasiens! B Taour. 4.

[IpeBocxoactro PerformSys nipu Vi = 60 GB 005b-
SCHSIETCS. BBICOKHM TIapajuielu3MoM paboT: B cu-
CTeMe Cpasy BHINOIHSETCS 72 3ampoca, B TO BpeMs
kak B Clusterix-N Bcero 2. Ho 3nauenus M u o ans
Clusterix-N Bcerga MeHbIIe. JTO HEMAJIOBAXHO
Ul Tonb30Batenst. Huskass mpou3BOAMTENEHOCTD
PerfromSys npu V7 = 120GB B ocHOBHOM 00®BsiC-
HSIETCS HEIOCTaTOYHBIM 00hEMOM OTIEPaTUBHOM T1a-
MSATH JUIS XpaHeHHUs. B MHCTpyMeHTanbHOH CYB/]
pe3ynbTaTa O00pa0OTKM W BCEX IMPOMEKYTOU-
HBIX/BPEMEHHBIX OTHOIIEHHH IO 3a1pocy.

3akJiloyeHue

Hamu moxazaHo, 4TO HCIIOJIB30BaHUE PETYIISp-
HOT'O TuIaHa 00pabOTKH 3aMIPOCOB U apXUTEKTYPHBIX
pelIeHni COTIACHO TPUBEIEHHBIM DIIEMEHTAMH TEO-
pUH TpU COOTBETCTBYIOIIEH MPOTrpaMMHO-AJITOPHUT-
MHUYECKO pa3paboTKe SKOHOMHUYHBIX KOHCEPBATHB-
oeix CYBJl wmacca BigData maer pe3yibTathl,
CpPaBHHUMEBIE TI0 TPOW3BOAUTEIBHOCTH C JIyYITUMH
OTKPBITBIMHU cucTeMaMu. CTOMMOCTh IPUOOPETCHUS
1 BBOJIa B 3kcmutyarauuto GPU-knacrepa, ananoruy-
HOTO WCIOJF30BAaHHOMY IPH MIPOBEIACHUH IKCIICPH-
MEHTOB, CPaBHUTEIHHO HEeBeNMuKka. Bece Bepcun mpo-
rpamMHbIX cucteM Clusterix-N  u PerformSys
MIOMEIIEHBI B OTKPBITHII JOCTYI M MOTYT OBITH HC-
MOJTE30BaHBI 3aNHTEPECOBAHHBIMY OPTaHU3aAITISIMI.

Cetb GigabitEthemet

=Cl o
k-
=l o
=El
=El o

i

2x CPU
12 apep

ﬁ‘

2x CPU
12 apep

2x CPU
12 apep

2x CPU
12 apep

2x CPU
12 apep

2x CPU
12 apep

2x CPU
12 apep

Puc. 10. 9kcnepumeHTanbHbIli nonuroH ans PerformSys

Tabn. 4. CpaBHUTENbHbIE PE3yNbTaThl BolNoaHeHMs MT

Vi, GB 60 120
PerformSys Clusterix-N Spark PerformSys Clusterix-N Spark
CYB/J
(urepanus 4) (utepanus 5)
T, Mun 55,8 172,2 200 3015 276,13 260,6
M, muH 11,05 3,2 2,4 699,36 4,8 3,1
G, MUH 14,04 3,0 0,5 692,75 4,5 0,9
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B pabote Hag 3THM 0030pOM HCIOJIB30BAHEI Pe-

3yJBTaTHl, MOJlydeHHBIE B cBoe Bpems mo CYB/]
Clusterix kangunatamu Hayk E.B. AGpamMoBeIM U
P.II. MunsizeBbim, Maructpamu J[.O. [llareeBbiM u
A.B. IlonoBbIM. ABTOPBI MPUHOCAT UM HUCKPEHHIOIO
0naro1apHOCTh 3a UX TPYI.
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BIG DATA Class Conservative-Type Clusterix-Like DBMSs

V. A. Raikhlin, R. K. Klassen

Kazan National Research Technical University named after A. N. Tupolev - KAI, Kazan. Russia

Abstract. The reasonability of developing a conservative type DBMS with episodic data updating is
determined by the features of OLAP-technologies. The issues of creating such DBMSs require serious
discussion. In this review we systematize the main results of research of the research group of Clusterix
KNITU-KAI on conservative DBMSs based on computational clusters. The purpose of the performed
researches is actual: development of approaches to synthesize comparatively effective by the criterion
“performance/cost” domestic Big Data class DBMSs. The comparison was made with the best foreign
open systems. The developed DBMSs are available for use by organizations with limited financial re-
sources. Due attention is paid to the elements of the theory of cluster DBMS of the conservative type.
The basic configurations of Clusterix systems, the dynamics of such DBMSs, and the effects of their self-
organization are considered. The research is based on the constructive system modeling methodology.
Keywords: conservative type cluster DBMSs, theory elements, basic configurations, process dynamics,
self-organization effects, domestic Big Data class DBMSs, comparative efficiency.
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