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BBenenue

KpuTHYHOCTh CKOPOCTH BBINIOJHEHUS OIepa-
Uil 00pabOTKH JaHHBIX B YCIOBUIX IH(POBON KO-
HOMHUKH CTAHOBUTCSl BCE€ aKTyallbHee. DTO Kacaercs
U OTHENIbHBIX MH(OPMALMOHHBIX CHCTEM MaciuTada
MpEeaNpUsATHs, U, TeM OoJiee, OTPACIIH WIH YKOHOMUKHU
B LeoM. TpeboBaHMs K BBICOKOM COINIACOBAaHHOCTHU
JaHHBIX Ha y3J1aX TepPUTOpPHAIbHO-pACIpeaeleHHON
CYB/l Tarke cTaHOBATCS Bce Oojiee KPUTHYHBIMHU,
WHBIMHU CJIOBaMH, BCE MOCIEIHIE U3MEHEHUS JaHHBIX
BCerJa JOJDKHBI ObITh JOCTYITHBI TIOJIB30BATENSIM B Pe-
JKUME OHJIAlH.

TTonumas 3to, npoussomutenu CYBJ] neitator-
Csl IOBBICUTD MPOU3BOAUTEIBHOCTh CBOMX MPOIYKTOB
HE TOJBKO 3a CHET COBEPIICHCTBOBAHUS aJTOPUTMOB
MOKMCKA, TPUMEHEHHS METOAOB MCKYCCTBEHHOTO HH-
temnexta (M), HO M ¢ IOMOUIBbIO PAa3TUYHBIX arlMa-
PaTHBIX YCKOpUTENEH, Ha KOTOPbIX, KCTaTH, TaKxke
MOTyT OBITh peaiu3oBaHbl aaroputmbl M. K takum
anmapatHeiM yckoputessiMm otHocsaT GPU (Graphics
Processing Unit (rpaduueckuii npoueccop)) 1 DPU
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(Data Processing Unit (compomneccop misi oOpabort-
KH JIaHHBIX)), CTaBIIMMH MOMYJISPHBIMH 33 CUET BO3-
moxkHocTH pa3rpy3utb CPU (Central Processing Unit
(LIEHTpaNBHBIA MPOIIECCOP)) OT IENOT0 pszia orepa-
1y 00paboTKU JaHHBIX.

CraThsi UMEET IIeNIbI0 BBINOJIHUTE 0030p HpHU-
MEHeHusl amnmnapaTHbix yckoputeneir CYBJl ¢ mo-
Moipio GPU u DPU. B 0630pe BBHINONHEH aHAIU3
npumepoB npumenenuss GPU u DPU B CYB/], BbI-
SIBJIGHBI JTOCTOMHCTBA M HENOCTAaTKU UX MpPUMEHe-
HUSL.

1. Kparkmuii 0030p npumenennst GPU nas
yckopenus onepanuii B CYB/]

Jlnst Hadana, HykHO ckazarb, utro GPU — ato
MpOrpaMMHUpyeMoe YCTPOHCTBO (rpaduueckuii mpo-
eccop), NpeaHa3HaueHHOEe AJ1s1 OBICTPOM BH3yasn3a-
MU U300paKEHUI U BUJICO C BEICOKUM pa3pelicHUEM.
Ocobennocteto GPU sBisieTcss TO, 4TO OHH MOTYT
o0OpabarbIBaTh MHOXKECTBO (DParMeHTOB JAHHBIX OfI-
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HOBPEMEHHO, T.K. IPeAHa3HaueHbl AJisl ObICTPON BU3Y-
anu3alru M300pakeHU 1 BUAEO C BBICOKMM paspe-
menreM. CocoOHOCTh K MapaiieibHol 00paboTke
MAacCCHBOB JaHHBIX M MOCIY>KWJIa TOJYKOM K HCIIOJb-
3oBanuio GPU B CYB/.

B nHacrosmiee BpeMs Ha pPbIHKE MOSIBUIICS LEJIbIH
paa peueHuid, kotopslit ncnons3dyetr GPU B kadecTse
anmaparHbix yckoputeneil. Kparko omuiieM ux BO3-
MO>KHOCTH.

Bbe3yciioBHO, NpPOMBIIIJIEHHBIM MPUMEPOM HC-
MOJIb30BAHUS aNNapaTHBIX YCKOPUTENEH Ha OCHOBE
GPU MoxHO Ha3BaTh Hpoaykr kommanuu Alibaba
Cloud (KHP) — Elastic GPU Service (EGS). 310 BbI-
YUCIHUTENbHBIA cepBUC Ha 0a3ze GPU, koropsrii pas-
paboTaH Ij1s peaau3aliy alropuTMOB [IIyOOKOro 00-
y4eHusi, 00pabOTKM BHJEO, HAYYHBIX BBHIYHUCICHUN U
Busyanuzanuu. EGS ucnonesyer crneaytomue rpadu-
yeckue nporeccopel: AMD FirePro S7150, NVIDIA
Tesla M40, NVIDIA Tesla P100, NVIDIA Tesla P4,
NVIDIA Tesla V100 (cm. moxpo6uee [1]). O koHKpeT-
HBIX pUMeEpax BHEIPEHUS JaHHOTO MPOIYKTa CyAUTh
JOCTAaTOYHO CJIOKHO, HO M3BECTHO, YTO B HACTOSIIEE
Bpems 40% u3 500 kpynHeimux npeanpustuii Kuras
UCTIONB3YIOT MpoxyKThl Kommanuu Alibaba Cloud, a
TaK)Ke OKOJIO TIOJIOBUHBI KUTAMCKUX KOMIIaHUH, 3ape-
TUCTPHUPOBAHHBIX Ha OUpike (CM., Hanpumep, [2]).

Eme omnum npumepom wucnonb3oBaHus GPU
umenHo B CYB/] sBiserca CYB/] Kinetica. Apxurek-
Typa nanHoit CBYBJ| amantupoBaHa 11 paboThl B
knactepe u3 MHOkecTBa y31noB CYBJl Oe3 pasnense-
MBIX pecypcoB. s xpaHeHUs TaHHBIX HCIIONb3YeTCs
CTONIONOBBIN opmar. s XpaHeHUs] JaHHBIX Ha pas-
JMUYHBIX y3nax B/l ucmonb3ytoTcs pa3nuyuHbie cTpaTe-
TUH CETMEHTUPOBaHHUS Mexay ysiamu. [lo naHHBIM
oTKpbITOM nevaty qanHyto CYB/l ucnonssyert Ilouro-
Bas ciyxk0a CLIA. 13 koHGHUTypaLuy HCIIOIb30BaHUS
CYB/] uzBectHo, uto B]l pacnpenenena Ha 200 y31n0B
BJ1, moxet obpabatsiBath 10 150 Mapa 3anuceit b1/c,
ucnons3yet mardopmy Power9 [3]. Mcnons3oBanue
mnatgopmsl Power9, mo-suauMomMy, 00ycIOBIE€HO Ha-
nuareM B npoueccope Power9 mmasl NVLink, Hampsi-
Mmyto coequnstone GPU nHa ckopoctu 1o 200 I'6/c
u no3poisomeil HeckonbkuM GPU oOMeHuBarbes
JAHHBIMH 0e3 MX TePECHIIKH B ONEPATUBHYIO TAMSATh.
3T0 1aeT BO3MOXKHOCTD (PaKTHUCCKU OOBEITUHNUTE HE-
ckonbko GPU B pamkax y3na Bl ans 06pabotku 60ib-
[IMX MacCHUBOB JIAHHBIX.

Eme opnoit CYB/], peanuzoBaHHOi Ha Tuiar-
¢dbopme Power9 u ucnone3yromield anmaparHble YCKO-
putenu GPU, spnsiercst obmaunast rpadosas CYBJ]
Amazon Neptune (113 mecto B peiituare DB-Engine
0 KOJIMUECTBY ycTaHoBok). C nmomomsio GPU ycko-
PAIOTCS OTEpaluy MapaielbHOW 00paboTKH TaHHBIX
Ha rpadax CYB/L.
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Taxxe Ha mnargopme Power9 peanusoBana erme
onHa CYB/I, ucnonesytomas GPU — SqreamDB, Bripo-
YeM, UMEIOIIast I0CTaTOYHO HU3KUNA PEUTHHT 10 KOJIH-
4ecTBYy YCTaHOBOK (234 mecTo B peiftunre DB-Engine).

CrnenyromuM IpuMepoOM SIBISIETCS OTEUECTBEH-
Hasa Bl-cucrema «Ilonmumaruka». OHa oOnamaer cu-
CTEeMOH XpaHEHHUs JaHHBIX Ha OCHOBE CTOJOIIOBOTO
(dopmara. IHTEpeCHBIM (aKTOM SBISIETCSI TO, YTO JJIS
BBIMTOJIHEHUS OTIepalfii COPTUPOBKH U KIIaCTepHU3a-
1My AaHHbIX ucnoneiytores GPU [3].

Crnenytomume mpuMepsl mnokaseiBatoT, uro GPU
MOKHO HCIIONIb30BaTh JjIsl YCKOPEHHUS 3alpOCOB B
CBYB/. Tak, nHampumep, OTHOCHUTEIHHO HEIABHO
OBUT BBUIOKEH B OTKPBITHIN jJocTyn kKox SQL-BroKka
BlazingSQL, wncmonssyromero GPU mis yckopenus
3anpocoB [4]. Xots BlazingSQL ne ssiercs CYB/L,
HO MMO3UIIMOHUPYETCSI KaK JBKOK JUIsl aHAJIu3a U 00pa-
00TKM OONBIINX HAOOPOB AAHHBIX, CPABHIMBIH 10 CBO-
uM 3a1adam ¢ Apache Spark. Kon BlazingSQL Hanmcan
Ha s3b1Ke Python u oTkpeIT oA Mnien3ueit Apache 2.0.
bnaromaps pacnapannenuBanuio omepauuii B GPU,
BBIITOJTHEHHUE 3alPOCOB OcyIiecTBisiercs 10 20 pa3 Obl-
ctpee, yeM B Apache Spark. J{ns padotst ¢ GPU npume-
HsIeTCS pa3BUBaeMbli IIpy ydyacTuu komnanuu NVIDIA
Habop OTKPHITEIX OnOmoTek RAPIDS, no3Bonstommit
CO3/1aBaTh MPUIIOKEHUS I 00pabOTKH TAaHHBIX U aHa-
JIUTHKH, BHITIONHSIEMbIE TIeTMKOM Ha ctopore GPU.

Hpyrumun  mpumepamu  ucnoib3oBanusi GPU
st yckopenust 3arpocoB B CYBJl mMoxHO cuuTars
PG-Strom, nosponsitormit CYBJ] PostgreSQL pabo-
Tark ObicTpee mpu ucnonb3oBanuu GPU [5], a Taxke
HOBBIY TiponeypHbd 5361k Uit CYBJl PostgreSQL —
PgOpenCL, Taxxe mo3Bomstomwii ucnonb3osars GPU,
a rakke GPGPU (General Purpose GPU (non-graphics
programming on a GPU)) ans ycKkopeHuUs BBITIOTTHEHUS
3arpoCcoB K IaHHBIM [6].

Crnenyrolee SKCIIEpUMEHTAIbHOE UCCIIEA0BaHNE
a¢dextuBHOCTH npuMmeHeHuss GPU nmns oOmavHbIX
petneHuit [7] moKa3pIBaIOT, YTO MPOU3BOIUTEIHHOCTD
MHPOPMAIIMOHHON CHCTEMBI MOYKHO TIOBBICHT 32 CUET
YBEJIMYCHUsT 00IIero BpeMeHH ucronb3oBanus GPU.
[Ipu 00paboTKe TOTOKOB JIAaHHBIX TaKO€ YCKOPEHHUE
MPUBOJUT K YBEJIMYCHHIO Tapajuien3Ma o0padoTKU
Ha YPOBHE IPUIIOKEHUSL.

B xadecTBe BBIBOJA M3 KPAaTKOTO 0030pa MOXKHO
crmenarh 3akmiodeHue, yto GPU MoxkeT uCImoiab30-
BaTbCA JJIs1 yCKOPEHUs ornepauuii 00paboTKH JaHHBIX
CYB/. B nepByto ouepenp Takoi armapaTHbBIH yCKO-
pHUTEIH NO3BOJISIET BEICBOOOAUTH pecypcbl CPU, a Tak-
JKe pacrapauieTuTb 00paboTKH 3alpoCoB.

K mpeumymectsam GPU M0xHO OTHEeCTH:

— BO3MOXKHOCTh 3HAYUTENIBHOTO paclapaiieTuBaHus
00pabOTKU IaHHBIX, B TOM YHCJIE WX 3alIUCH, a TaK-
e JUIA BBIMIOJIHEHUS U ONITUMU3ALMH 3aIIPOCOB;
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— BBICOKAas CKOPOCTh O0paOOTKHU TaHHBIX.

Cpenu megoctarkoB GPU MOXXHO BBIJICIHTH:

— npobsieMa CHIKEHHSI CKOPOCTH Tepefadyn JaHHbBIX
Mexxay CPU u GPU B ciydae ucnonb3oBaHus 00-
el mamsTH, B TOM YHCJIe BUPTYaJIbHOM U JOJIrO-
BPEMEHHOM;

— CJIO)KHOCTH MTOCTPOEHHUS TETEPOreHHBIX IJIAHOB 3a-
MPOCOB M3-3a HEOOXOAUMOCTH CHHXPOHHU3ALUH ObI-
crponeiictus B cBizke CPU-GPU;

— HU3Kas SHeProd(pPEeKTUBHOCTh CUCTEMBI U3-32 BEI-
COKOTO ypoBHs 3Hepronorpednenus GPU.

Kpome HepocTaTkoB CyLIeCTBYIOT POOIEMBI HC-
nons3oBanug GPU:

— mepBasg npobiema JIeKHUT HE COBCEM B TEXHH-
yeckoil cdepe — 3TO 3aBUCUMOCTH OT IMOCTaBOK
obopynoBanusi GPU, kotopass MOXET OKa3aTbCst
HEJIOCTYITHOM U3-3a CIIO)KHON MEXTyHapPOIHOH 00-
crtaHoBKU. OTeuecTBeHHbIX MpousBoauTeneit GPU
HE CyIIECTBYET;

— HE KaXAbII alrOpUTM MOAXOAMT JUIS HCIIONB30Ba-
Hus GPU c BbmrpoliiieM B MPOM3BOIUTENHLHOCTH.
HccrnenoBanusi MOKa3bIBAIOT, YTO aJTOPUTMBI IS
GPU pomxHbI ObITh a1aNTUPOBAHBI 1715 ApalIeNb-
HOIi 00pabOTKH B CTHUJIE OJJMH OTOK KOMaH, MHOTO
MOTOKOB JIaHHBIX (CM., Hapumep, [8, 9]);

— HECMOTPsI Ha MHOXXECTBO aKaJIeMUYEeCKHX HCCIIe-
JIOBAaHUM, TOTOBBIX K BeITYcKy Ha ppiHOK CYB/] Ha
6a3ze GPU kpaiine mMasio, a UX PEUTHHT MO KOJH-
YeCTBY YCTAHOBOK HEBBICOK. B kauecTBe nomo:-
HUTEIBHOTO apr'yMEHTa B MOJIb3Yy 3TOH MpoOIeMbl
TOBOPUT TOT (PakT, YTO KPYMHBIE IPOU3BOIUTENN
CYB/] He TopomsaTcs ananTUpOBaTh CBOM paspa-
6otku nojg GPU. Tak, Hampumep, COTIacHO 3a-
SBICHUAM KpymnHeimero npousBoautens CYB/I
Oracle (1 mecto B peiitunre DB-Engine no xo-
JMUYECTBY yCcTaHOBOK), «Oracle aktuBHO pabora-
€T HaJl ajanTalueil CBOMX aJITOPUTMOB pabOTHI
¢ Bl nns ucnonwszoBanus npeumyiects GPU u
BBIITYCTUT 3TH aJTOPUTMBI, €CJIH IPUPOCT MPOU3-
BOAUTEIBHOCTH JOCTATOYEH M YCTOHUMBY (CM.,
Hampumep, [10]).

Hecmotps Ha mpoOnembl U HEIOCTaTKH, B Iie-

JIOM MOXHO OTMETHTb, 4TO Hcmonb3oBaHue GPU

MPENCTaBISAETCA IMEePCHEKTUBHBIM ISl  OyayIliero

passutust CYB/] B mane yckopeHust 00pabOTKH gaH-

HbIX. [IpeAnonoxuTenbHO UCIOIb30BaHUE I pac-

napajjienuBanuss oOpadOTKH JaHHBIX, B TOM YHCIIE

WX 3allUCH, ONTHUMU3AIUMU 3allPOCOB MOXET CyIle-

CTBEHHO MOBBICUTH 3 ekTuBHOCTh padboTel CYB/I.

OpHaKo CyHIECTBYIOT U allbTepHATHUBHBIC MOAXOABI K

YCKOPEHUIO, TaKue Kak THOPUIHBIE TUIaHbI BBITIOJIHE-

HUS 3aIpOCOB, UCIOJIb30BaHHE MeTonoB M. Dtum

HccIIeIoBaHUAM OyayT MOCBSILIEHB! AalbHEHIIE pa-

OOTHI aBTOpA CTAThH.
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2. Kparkuii 0630op npumenenust DPU nnsa
yckopenus onepanuii B CYB/]

DPU — 370 crnienuanbHbIe MPOLIECCOPBI JUIst 00-
pabOTKH NaHHBIX, MPEICTABIAIOT COOOW pa3HOBUI-
HOCTb YMHBIX CETEBBIX KapT. [ TaBHas L1eJIb UCIOIb30-
Banusi DPU B CYB]/] — pasrpy3urs CPU, npuHsB Ha
cebs orepauuu 1o BBOAY U BBIBOY JaHHBIX.

HeoOxomuMo oTMeTuTh, uTo B oTiIuume or GPU,
10K IIPUMEPOB MTPOMBILUIEHHOTO UCcTIoNb30BaHust DPU
B CYB/] He cymecTByeT. OHAKO MHOTHE KPYITHBIE pa3-
paboTUuKU MHPOPMAIIMOHHBIX CHUCTEM, OOJa4HBIX pe-
mennii 1 CYB/] ucnions3yror DPU B natameHTpax.

IIpuBeneM pag npumepoB ucnonb3zoBanus DPU.
Google mpousBoguT TeH30pHBIE Mpoueccopsl Google
TPU ASIC (Application-Specific Integrated Circuit).
370 criennan3upOBaHHbIA TPOLIECCOp Al peatn3aun
ITOPUTMOB MAIIMHHOTO 0O0yueHus. OH HCHONB3YeTCst
JUISL 3aIlyCcKa MEepeloBBIX MOJeNeld MallMHHOTO 00yde-
Husl ¢ nomolsio cepBrcoB MM B Google Cloud [11,12].

B npara-uentpax Amazon ucnons3ytorcs DPU
AWS Graviton Ha siape 64-6utHbix ARM o6miero Ha-
3HaueHus. AWS Graviton HCIIONB3YIOTCA Ul ONTUMHU-
3allMi COOTHOUICHUS 1IeHbI U MPOU3BOAUTEIBHOCTH B
pabounx Harpyskax, TpeOyOIUX OOJIBIINX BBIYHCIIH-
TeNbHBIX pecypcos [11,12].

UccnenoBarensckuii  npoekr DAG-mporeccop
(DPU-v2) mozBonui co3aaTh CHEHUAN3UPOBaHHBIN
nporeccop st 3PQPEKTUBHONH 0OpaObOTKH IMOTOKOB
JAHHBIX B BEPOATHOCTHOM HWCKYCCTBEHHOM WHTEIN-
JeKTe. ApXHUTEKTypa Mpoleccopa BKIIOYAET PEBO-
BUJIHBIA MyTh Tepenayl NaHHBIX A7 3(h(GEeKTUBHOTO
MTOBTOPHOTO HCIONB30BAHUS JTAHHBIX, CIEIUATU3UPO-
BaHHBII OAHK PETHCTPOB U LENEBBIX MEXKCOESTUHEHUIA,
HACTPOEHHBIX JJIS MOICPIKKU HEPETYISPHOTO TOCTY-
na kx perucrpam. DPU-v2 sddexkTuBHO ncnonsiyercs
C TOMOIIbIO CHENUAIFHOTO KOMITHJISATOPA, KOTOPBIH
CHCTEMaTHYECKH COIMOCTABIISCT OMNEpally MyTeM Iie-
pelnayd JaHHBIX, MUHUMHU3UPYET KOHQIUKTHI MEXIY
0OaHKaMH PETHCTPOB U MO3BOJISIET U30eKaTh MPOOIEMbI
¢ koHBeliepoM. Mccnenosanue npocTpaHcTBa MPOEKTU-
POBaHMS MTO3BOJISIET OTNPENETUTh ONITUMATILHYIO KOH(PH-
TYPAaIUI0 apXUTEKTYPBI, KOTOpasi MUHUMH3HUPYET HEP-
ro3arparsl. DKCIIEpUMEHTABHBIE JAHHBIE TTIOKA3bIBAIOT
yBEJIMYEHNE TIPOU3BOAUTENBHOCTH OT 1,4 1o 14 pa3 B
ornepanusix mo o0padoTke AaHHbIX [13,14].

Kommanust NVIDIA pa3pabatsiBacT apXUTEKTy-
PY BBICOKOIIPOM3BOIUTENBHON BBIYUCIUTEIBHOM CH-
ctembl oy HazBaHueM Cloud Native Supercomputing.
B apxutekTypy BKIIOYEH HOBBIN KOoMIOHEHT — DPU,
KOTOPBIN TpecTaBiseT coboil crucTeMy Ha KpUCTal-
ne (SoC), Biovaromyo cereBoii aganrtep InfiniBand
(IB) u Ethernet, nporpamMupyemsie siapa ARM, na-
MATb, KommyTaropel PCI u cnenuanusupoBaHHbBIE
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yckoputenu. Ycrpoiictsa BlueField-1 u BlueField-2
SIBJISIFOTCSI TepBbIMU dK3eMIusipamMu DPU ot NVIDIA.
DPU wucnone3ytorcss [Uisi yCKOPEHHS yIpPaBICHUS
(haitioBol crcTeMOW, MOHUTOPUHTA U Pa3rpy3KH MoJ-
JEePKKU KOMMYHHUKalIMOHHBIX OnOnmorek [15].

[na ycxkopeHus CKaHUPOBaHHsS OOJIBLIMX Ta-
o rpadosoit CYB/] Poseidon Graph pa3paborana
apxurektypa UPMEM. Apxurekrtypa OCHOBaHa Ha
noaxoae «O6paboTka B mamsatu» (PIM — Processing
In Memory). SAnpom apxutektypst UPMEM sBis-
etcst monyiab DIMM (Dual In-line Memory Module)
UPMEM, KoTopblii OCHOBaH Ha OOBIYHOM MOy
DIMM DDR4-2400, HO OCHAIleH IOIOJHUTCIBHBI-
mu mukpocxemamu PIM. Monynu DIMM UPMEM
opraHu3oBass! B psasl. Mogyns DIMM UPMEM co-
CTOUT U3 JABYX PAAOB, KaXIbli M3 KOTOPBIX COCTOUT
u3 8 Mukpocxem ¢ mnoaaepxkoir PIM. Mukpocxema
PIM 06b1uHO coctout u3 8 6110K0B 00padoTkn DRAM
(DPU). Kaxxzaprit DPU nMeeT 5KCKII03UBHBIA TOCTYI
Kk 64 Mb ocHoBHoIi oneparuBHoii namsaTu (MRAM),
24 Kb oneparuBHoi nmamsatu ans komann (IRAM) u
64 Kb paboueii oneparusHoit namsitu (WRAM) nist
00pabotku naHHbIX. [Tockonsky DPU umeror goctyn
TOJILKO K cBoeil cobcTtBeHHOH MRAM, mexny paz-
HbeiMu DPU HeBo3MokHa npsiMas cBsi3b. Kpome Toro,
DPU coctout u3 32-6utnoro siapa RISC obmiero Ha-
3HaYEHUs] C MAKCUMAaJbHOW JOCTH)KMMOM YacTOTOM
400 MI'u, kxoTOpO€ MOXKET BBIIOJIHATH CHEHaTbHBIN
HaboOp KOMaHJ B MHOTOIIOTOYHOM KoHBeiepe. st
MHOTOIIOTOYHOCTH JOCTYIHO 24 amnmaparHbIX MOTO-
Ka. Bce MOTOKM MCIONB3YIOT OAHY U Ty K€ HaMsTh
DPU, uro TpebyeT CHHXpOHHU3AIMH ISl 00eCTIeUeHUs
COIIAaCOBAaHHOCTH TpU OOHOBIEHHH OOIIEH MaMsTH.
OTa apXUTEKTypa MO3BOJSET BBIMOIHITH OJHY U Ty
e TporpaMMy NapajielbHO ¢ pa3HbIMU (hparMeHTa-
MU JJAaHHBIX HETIOCPEACTBEHHO B MaMsATH 0e3 yJacTus
npoueccopa. Kaxaeiii DPU mMoxeT ucnonb30BaTh 10
24 MOTOKOB NaHHBIX, KOTOPbIE MOTYT BBITIOITHATHCS
napajuienbHo. [l sxcnepuMenTa 0bu10 nepegano 10
000 ¢parmentoB manHbIX 1O 817 3amuceil pazmepom
625 Mb c xocra Ha paznoe xonmdectBo DPU (ot 16
7o 510) u ¢parMeHTsl ObUIM PAaBHOMEPHO paclpere-
nensl Mexxay Bcemu DPU. B pesynbrare 10CTUTHYTO
CYILIECTBEHHOE YCKOPEHHUE MPU OJHOBPEMEHHOM CHU-
KEHUH SHEPromnoTpeONeHHus 3a CYeT HCIOJIb30BaHUS
DPU (cm. [16]).

Ha ocHoBanuu kparkoro o030pa MOXHO YTBEp-
JKIaTh, YTO MPEUMYLIECTBOM Hcmonb3oBanusa DPU mis
anmaparHoro yckopeHusi omepauuit CYBJl sBisercs
BO3MOYXHOCTh 3HAYUTEIHHOTO YCKOPEHUS 3a CUET pac-
HapaJuleTuBaHusl 00pabOTKU TaHHBIX, a TAKXKE YCKOpe-
HUS OTlepalluii BBOJIa/BBIBONIA TIPH Tiepeiade JaHHbIX.

K megocrarkam ucnomnszoBanust DPU moxHO OT-
HEeCTHU:
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— mpobiieMa CHUHXPOHHM3AIMH NPOU3BOAUTEIBHOCTH
pu 00padoTtke ganHbIX B cBa3ke ¢ CPU u GPU;

— TPYIHOCTH MOCTPOEHUS TeTEePOreHHbIX IIaHOB 3a-
npocoB CPU-GPU-DPU.

Taxoke MOXKHO 0003HAYUTH MPOOIEMBI, B LIEJIOM
aHaJIOTUYHbIE IpH ucnoib3oBaHuu GPU:

— HeCMOTps He OOJIbIIOe KOJHMYECTBO UCCIIEI0BaHUM,
KpaifHe MaJio MPOMBINUICHHBIX 00Pa3IoB;

— Takag xe, kak u ang1 GPU 3aBucumocTh OT mocTta-
BOK 00OpYIOBaHHUSA, KOTOPOE MOXKET OKa3aThCs He-
JOCTYNHBIM H3-32 CIOXXHOW MEXAyHapOTHOH 00-
craHoBku. OredecTBeHHBIX NpousBoautencii GPU
HE CYILIECTBYET;

— TMOTEHUHUAIBHO T ke MPOoOJIeMbl Mepeadn TaHHBIX
B cBsizke CPU-DPU, uyto u y GPU. Heobxonumsl
JIOTIOJTHUTENbHBIE HCCIIeOBaHUS TIOTEPU HPOHU3BO-
JUTEIHHOCTH MU Tiepeade NaHHbIX B cBa3ke CPU-
DPU-GPU.

OLEHKH TMPOU3BOAUTEIBHOCTH COBPEMEHHBIX
CUCTEM MOKa3bIBaIOT, uyTo A0 30% narpy3ku Ha CPU
UJIeT 3a cueT (PyHKIUH BBOJA BBIBOAA JAaHHBIX (CM.,
Hanpumep, [17]). B aToit cBs3u ucnonb3oBanue DPU
MIPECTABISAETCS MEPCIEKTUBHBIM TSl TIepeMEIIeHUs
JAHHBIX U UX 00paOOTKH, B TOM YHCIIE, TP PETLIULIH-
pPOBaHUM U MApTUIHMPOBaHWHU AaHHBIX BJI, HEcMOTps
Ha 3asBJICHHbIE HEIOCTATKU U MPOOJIEMBI.

3aKjIoueHue

B craTbe BbINONHEH 0030p anmapaTHbIX YCKOPH-
tener onepanuiit CBYB/l ¢ nomouisto GPU u DPU.
Paccmotpenst Bosmoxknocteit GPU u DPU, a Takxke
MPaKTUYECKUE MPUMEPbl UX HUCIOJIb30BaHUS, B TOM
YHUCIIE U TPOMBIILICHHBIE.

OnpezeneHsl JOCTOMHCTBA U HEJOCTAaTKU MPH-
meHeHuss GPU u DPU. Otmeuen psg mpobnem Hux
MIPUMEHEHUs 1 aJIbTepPHATUBHBIE TEXHOJIOTHH YCKOPe-
HUs 00pabOTKU TaHHBIX, KOTOPBIM OYIYT MOCBSILEHBI
Oyay1iue uccienoBaHus aBTopa.

B kauectBe BhIBOzma mo mpumeneHuto GPU u
DPU nns yckopenust oOpabotku nanHbix B CYB/I,
MOXKHO YTBEpIKIaTh, YTO MOAXOJ MO3BOJISIET YCKOPATH
onepanuu B BJI, cBsi3aHHbIe ¢ 00pabOTKOI 3ampoCOB,
napajuieJIbHON 00pabOTKH TaHHBIX.

Bo03M0XHO, MepCreKTUBHBIM SIBIISETCS UCTIOJb-
30BaHMe cienyoueil apxutektypsl CYB/] ans ycko-
peHus onepauuil 00pabOTKU JaHHBIX 3a CYET Pa3TPy3-
ku CPU:

— CPU wucnone3yercst Jyisi BBIYHCIEHUN 00IIEero Ha-
3HaveHus (~40% omnepauuii);

— GPU ucnonbe3yeTcs 15 yCKOpEHUs MapajuieabHOM
00paboTKK JaHHBIX NPU IUIAHUPOBAHHUH, BBITION-
HEeHHH, onTUMU3aiuu 3anpocos kK bJ[ (~30% ome-
panmii);
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— DPU wucnone3yetcst 1y onepanyil nepegadu AaH-
HBIX, BBOJA, BBIBOAA M IEPEMEIICHUs JaHHBIX (B
TOM YHCJIe MapTULUPOBaHKE, PEIUIMKALUs, coKaTre/
mudposanue, ~30% oneparmii).

Bmecte ¢ Tem cnemyer OTMETUTh, YTO IIpPHMeE-
Henne GPU u DPU ycnoxHser cucremy B LEJIOM U
YBEJIMYUBAET OOILYI0 CTOMMOCTh BiajieHus. Tpedyror
uccnenoBaHuid 3PPEKTUBHOCTH COBMECTHOTO HCIIONb-
3oBanusi CPU-DPU-GPU ot pa3HbIx Mponu3BOAUTEIICH.

B panpHEeWImMX HCCIIEAOBAaHUIX IUIAHUPYETCA
paccMOTpeTh aNbTEPHATUBHBIE TEXHOJOTHUU YCKOpe-
HUSl BBIIOJHEHUS omepauuil oOpabOTKM NaHHBIX B
CYB/l ¢ moMoIIbI0 METOJOB UCKYCCTBEHHOTO WHTEI-
JIeKTa, THOPUAHBIX TUIAHOB BBITIOJHEHUSI 3alPOCOB,
KCHoJIb30BaHus apxutektyp RISC-V.
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